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Abstract

Languages are in constant change, whereby a general distinction is made between

contact-induced and internally-driven change. Intense contact between languages is associ-

ated with a fast and profound language change. As contact situations emerge in geographic

space, geography in�uences the probability of contact. Based on theories originating from

research on language diversity, this thesis performs a global analysis of contact-induced lan-

guage change from a geographical perspective. The analysis is carried out on the scale of

language families, i.e. language change is assessed for language families and geographical

factors are computed for their respective areas.

The contribution of this thesis is twofold: �rstly, it shows how geographical factors

that in�uence contact-induced language change can be modelled. Secondly, it provides new

insights into the in�uence of geography on contact-induced language change. The results

suggest that climatic and topographical characteristics, the number of neighbours and shape

compactness of a language family area in�uence language change. These factors favour or

disfavour the emergence of language contact and they in�uence the e�ectiveness of contact

in contact situations. The results further suggest that the sound system (phonology) of a

language changes more rapidly in a contact situation than its grammar.
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Chapter 1

Introduction

In the present-day world people speak roughly 7’000 di�erent languages, re�ecting a cul-

tural evolution of thousands of years (Greenhill et al., 2010). As languages are in constant

change, modern languages provide insights into the past and allow for a partial reconstruc-

tion of the (pre)historic age. To do that, the distribution of languages, loanwords and sim-

ilarities of features among languages are analysed. To date, however, a general theory of

language change does not exist because it is still uncertain how and why languages change

(Bowern and Evans, 2015). Although actual reasons for language change are di�cult to as-

sess, a general distinction is made between externally-motivated, i.e. contact-induced, and

internally-driven language change, e.g. innovations within a speech community (Bowern,

2013). Intense language contact between di�erent speech communities is associated with a

fast and profound change of a language, whereas changes within isolated languages tend to

occur rather slowly (Lucas, 2014). Furthermore, it is claimed that changes that are already

in progress in a language can be accelerated when a contact situation emerges (Trudgill,

2011). In this thesis, the assumed association of language contact with rapid and profound

language change is referred to as the contact hypothesis. The contact hypothesis forms the

theoretical basis of the thesis.

As contact situations emerge in geographic space, geography in�uences the proba-

bility of contact. To date, several theories exist about the in�uence of geography on the

mobility and contact of groups of people. Besides political and economic factors, topogra-

phy and climate are seen as guides of movement and reasons for contact between groups.

Large mountain ranges restrict the movement of groups and narrow the chance of contact

with other populations (Stepp, Castaneda, and Cervone, 2005). Climate, on the one hand,

in�uences the direction of long-term mobility as groups tend to move in the direction of

stable ecological circumstances (Diamond, 1997). On the other hand, climatic conditions

determine to what extent a group depends on establishing networks to other groups, which

is referred to as ecological risk (Nettle, 1998).

Contact-induced language change and geography have only rarely been linked. In

contact linguistics there has been a lot of research focusing on the linguistic mechanisms of

contact-induced language change. To scholars it has been of great interest which historical,

sociolinguistic, socioeconomic and political situations lead to language change (Thomason,
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2001). The contact of groups has mainly been studied with the aim of explaining language

diversity (for an overview see Gavin et al. (2013)), but it has so far not been tested for

contact-induced language change.

In collaboration with the Department of Comparative Linguistics of the University

of Zurich, this thesis systematically investigates contact-induced language change using

methods from Geographic Information Science. The �rst aim is to gain new insights into

the in�uence of geography on contact-induced language change on a global scale. In doing

so, geography is seen as a space in which contact situations emerge. The characteristics of

space may favour or disfavour the contact of groups. The second aim of this thesis is to

�nd appropriate geographical factors for measuring the in�uence of geography on contact-

induced language change.

1.1 Research Questions

The �rst aim of this thesis is re�ected in the principle research question:

RQ 1 Do geographical factors in�uence language change?

This question investigates which geographical factors in�uence language change. To

tackle this, language change is assessed on the level of language families. The geographi-

cal settings of language families are modelled along di�erent factors such as topographical

layout and climatic conditions, neighbourhood measures quantifying contact potential and

geometric properties describing the spread of language families. Language change is as-

sessed by analysing di�erences between languages of the same language families. This is

done by estimating the rate of change of linguistic features of the structural domains of a

language, namely phonology (sound system) and grammar (word and sentence structure).

The following sub-questions guide the analysis:

RQ 1.1 Does geography in�uence grammatical and phonological language change
in a similar way?

This question investigates by which geographical factors the two domains are in�u-

enced and if one of the domains is in�uenced more strongly by language contact than the

other. This issue is addressed by comparing the average rate of change of grammar and

phonology per family with the di�erent geographical factors.

RQ 1.2 The change of which linguistic features can be explained by geography?

This question addresses a di�erent level of analysis, namely the feature level. It is

investigated which linguistic features are in�uenced by which geographical factors. This

issue is addressed by a pair-wise comparison of the rate of change of linguistic features with

geographical factors.
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RQ1 and its sub-questions are content-related. The second research question re�ects

the second aim of the thesis by addressing the methodology applied in this thesis:

RQ2How can geographical factors be determined for the investigation of language
change?

This question addresses the suitability of the applied methodology for measuring contact-

induced language change. It further investigates if the computed geographical factors are

appropriate for measuring contact-induced language change on the granularity of language

families.

1.2 Structure of the Thesis

The thesis is structured as follows: chapter 2 introduces basic linguistic concepts and

contact-induced language change from a linguistic perspective. Subsequently, chapter 3

outlines theories and studies that have been carried out in the interdisciplinary �eld of

linguistics and geography with a focus on language contact and geography. Chapter 4

describes the research gap, provides an overview of the approach applied to investigate

contact-induced language change and hypotheses are proposed. Subsequently, chapter 5

describes the di�erent datasets used for the analysis, i.e. the transition rate data and the

linguistic database that is used for modelling language and language family areas, which

is described in chapter 6. In this chapter the computation of the geographical factors is

depicted as well. Chapter 7 sets out the results of the correlation analyses which are then

interpreted chapter 8. Chapter 9 discusses the outcomes by answering the posed research

questions and points out the major limitations of the applied approach. The conclusion is

drawn in chapter 10 and an outlook is given in chapter 11.
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Chapter 2

Languages and Language Change

This section introduces the linguistic concepts language and language family and describes

their representation. The structural domains of language are introduced and basic theories

of language contact are described. As the focus of this thesis lies on the spatial modelling,

this section only serves as an introduction into the linguistic context of the thesis, in-depth

discussions of concepts and theories are not provided.

2.1 Language and Language Family

The concepts language and language family are outlined in this section and distributional

patterns across the globe are described. Subsequently, the representation of language fam-

ilies as trees is delineated.

2.1.1 Language

In linguistics, the most widely used indicator of what a language is and what dialects of a

single language are, is the criterion of mutual intelligibility. This means that if two speakers

are able to understand each other without having learnt the language of the other speaker,

they speak dialects of the same language. If they do not understand each other, they speak

di�erent languages (McGregor, 2015), however this boundary is fuzzy. The transition of

two dialects of a single language into two di�erent languages, is greatly dependent on con-

versational contexts, social factors, etc., which decide whether or not speakers are able to

understand each other (Thomason, 2001).

There are around 7’000 di�erent languages spoken in the world, of which 400 are nearly

extinct (McGregor, 2015). These languages are distributed unequally across the globe, fol-

lowing a latitudinal gradient. This means that language diversity is high in equatorial re-

gions and relatively low in more northerly and southerly regions. The highest language

density exists in New Guinea and its nearby islands, where more than 1000 languages are

spoken (McGregor, 2015). Languages are very uneven in terms of their speaker population.

The languages with the most native speakers are Mandarin Chinese, Japanese, Spanish, En-

glish, Hindi, Arabic, Portuguese, Bengali, Russian and Japanese. They are spoken by more
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than 100 Million people each, making up over 40% of the world population together. At

the other extreme, approximately 3’500 languages are spoken by less than 10’000 speakers

each, making up less than 0.3% of the world population together (McGregor, 2015).

2.1.2 Language Family

Languages that derive from a single ancestor, a so-called proto-language, are genetically

related. This proto-language has split into a range of varieties that have become mutu-

ally unintelligible over time. This group of languages is considered to be a single language

family (McGregor, 2015). Languages of the same family evince sound correspondences and

share structural features and cognates (words with the same origin) (Nichols, 1990). The

maximum time depth of assessing genetic relationships is about 10’000 years. Tracing back

genetic relationship to a more distant past is not possible because change is too rapid (Mc-

Gregor, 2015). Special cases of families are languages with no known genetic relatives, such

as the language Burushaski which is spoken in Pakistan. Such languages are called isolates

(McGregor, 2015).

The distribution of language families across the globe re�ects the distributions of the

languages; in the equatorial regions, the density of di�erent language families is higher than

in more northern or southern regions (Nichols, 1990). For instance, the Glottolog database

(Hammarström et al., 2016) identi�es more than 120 language families in New Guinea and its

nearby islands. A further important fact is that language families are very unequal in size

and speaker population; the biggest language families are Indo-European, Austronesian,

Afro-Asiatic, Niger-Congo, Sino-Tibetan and Trans-New-Guinea. These families contain

more than 300 languages each, making up 60% of all languages accounting for 80% of the

world population. On the other extreme, there are several isolates and a lot of rather small

families containing only a few languages with a few thousand speakers.

Language families are often represented as trees, which is described in the following

section.

2.1.3 Language Family Tree

Language family trees show the evolutionary relations between the members of a language

family (McGregor, 2015). The tree representation is a useful descriptive method, but for

a lot of families, detailed lineages are disputed and some languages cannot be positioned

within the family tree (Dixon, 1997). Moreover, the tree representation is not suitable for

the representation of di�erent types of language change, e.g. language contact (En�eld,

2005). Figure 2.1 depicts a simpli�ed version of the language family tree of Indo-European

with “Proto-Indo-European”, the ancestor, on the top. The languages marked in grey are

ancestors of the modern languages marked in black.
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Figure 2.1: Simpli�ed language family tree of Indo-European. An-

cient languages are marked in grey, modern languages in black. The

grey arrows do not indicate direct descent, but the in�uence of a

language on another. Figure prepared by Jack Lynch (available at:
http://andromeda.rutgers.edu/∼jlynch/language.html, accessed on 18.01.2017)

In literature, language families and stocks are usually di�erentiated as two levels of

genetic groupings. A stock is a hypothetical super group of language families and thus has

a bigger time depth and the languages show fewer similarities (Nichols, 1990). However,

the number of families and stocks is disputed, because clear boundaries cannot be drawn

between the two levels. Dependent on the de�nition, criteria and methods for establishing

families, the number of groupings varies considerably. The Glottolog database, for instance,

identi�es roughly 420 families (Hammarström et al., 2016). The discrepancies are also re-

�ected in the linguistic databases used in this thesis in the sense that the genetic groupings

of languages do not match perfectly. In this thesis, the top-level groupings of languages

are referred to as language families although it might be argued that some groupings are a

stock rather than a family.

Language family trees are established in historical linguistics. A modern method to

estimate language family trees are phylogenetic methods originating from biology. The ap-

plication of such computational techniques on linguistic data has increased over the last two

centuries due to many parallels between biological evolution and the evolution of languages

(Atkinson and Gray, 2005). These data-driven quantitative methods aim at estimating phy-

logenies, i.e. evolutionary histories of language families (Nichols and Warnow, 2008). Most

of them model the historical behaviour of words or morphemes (see explanation in the next

section) with the same origin (cognates). The likeliest tree is then selected as the tree of a
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language family (Dunn, 2015). In this thesis, phylogenetic trees are used for inferring the

transition rates of linguistic features. This will be outlined in more detail in chapter 5. The

two domains of which transition rates are estimated are introduced in the following section.

2.2 Language Structure

This section provides a short overview of the domains making up the structure of a lan-

guage, namely phonology and grammar. Further important aspects that characterise a lan-

guage are semantics and pragmatics dealing with meaning and lexicon dealing with the

classi�cation of words into parts-of-speech. They are not introduced further because they

are not incorporated in this thesis.

2.2.1 Phonology

Phonology deals with the sound system of languages; it is concerned with the systematic

patterning of sounds in a language and analyses the characteristics that are signi�cant in

a sound system of a language. The most important concept in phonology is the phoneme.

This is a distinctive sound of a language that is able to di�erentiate between words in a

language, or to change the meaning of a word respectively. The inventory of phonemes in

a language is also examined by phonology (McGregor, 2015).

2.2.2 Grammar

Grammar is constituted by morphology and syntax, i.e. the internal make-up of words

and how these words are put together to form a sentence. Morphology is the study of

words dealing with the structure and function of word forms (Zeige, 2015). The smallest

meaningful unit of a language is the morpheme, which is the most important concept in

morphology. Morphemes are combined in order to form a word, for example, unlikely is a

sequence of three morphemes, namely un-, like and -ly. The ordering of morphemes usually

follows regularities, which enable a general characterisation of the morphological form of

words of particular types, such as nouns (McGregor, 2015).

Syntax deals with how words can be put together to form larger units, such as clauses

and phrases, that can again be combined to build sentences. The sentence is crucial to

syntax because it is the biggest unit in a language that is grammatically patterned. The

structure of these units, e.g., the order of subject, verb and object, di�ers across languages

(McGregor, 2015). For instance, word order in Latin was relatively free, i.e. subject, verb, and

object could be put together in several ways. The Romance languages descending from Latin

(see �gure 2.1), however, have a �xed word order (subject-verb-object). These languages

have a simpli�ed morphology compared to Latin, as they do not show case marking of
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nouns. In order to distinguish the subject from the object the word order has been rigidi�ed

(McGregor, 2015).

This section has introduced the two domains of language structure that are incorpo-

rated in this thesis. The next section provides the context in which grammar and phonology

are examined, namely language contact and language change.

2.3 Language Contact and Change

Until now, a general theory of how and why languages change does not exist (Bowern

and Evans, 2015), however many approaches have been put forward to explain language

change. For example, on the one hand, languages may change in order to optimise the �t

between the linguistic and the biological system, which processes the linguistic system. On

the other hand, languages also change to maximise the �t between the linguistic system and

the communication demands speakers have (Bickel, 2015). It has also been proposed that

major changes coincide with periods of fundamental social change in�uencing communi-

cation networks. A further important cause of language change is the contact of groups

speaking di�erent languages (McGregor, 2015). Contact is often one of the causes leading

to language change, however, change is often a result from multiple interacting causes, both

external and internal ones (Thomason, 2001).

2.3.1 Languages in Contact

Thomason (2001) distinguishes between three incidents resulting from language contact:

languages mix, become extinct or change due to a contact situation. These three incidents

are addressed in the following. In some situations, so-called contact-languages emerge in

case di�erent speech communities do not learn each other’s language which results in a

mix of the languages in contact. Mixed languages strictly used as lingua francas (language

of communication between speakers of di�erent languages), are called pidgins (Kaye and

Tosco, 2003). If such a mixed language becomes the main language of a community, it is

called creole (Thomason, 2001). The second incident is the disappearance of a language.

The most common reason for that is the shift of a speech community to another language.

A further possibility is that it becomes extinct because all speakers die, for instance, when

they are massacred by invaders. The third possibility is contact-induced language change,

wherein the focus of this thesis lies. This is the most common result of language contact,

whereby typically at least one language is in�uenced by at least one of the other languages

(Thomason, 2001). In simple terms, language contact is “the use of more than one language

in the same place at the same time” (Thomason, 2001, p. 1). As this is the case in a lot of

places all over the world, language contact (and thus also changes provoked by language

contact) is not exceptional, but rather normal. It is highly improbable that any language

has developed in complete isolation from other languages. However, the intensity of the

contact situation plays an important role, as it in�uences the changes occurring during
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the contact situation (Thomason, 2001). Long-distance contacts, for example via religious

languages, published texts, etc., are an important kind of language contact, but they are not

of interest in this thesis. The changes occurring in contact-induced language change and

the mechanisms that are provoked by contact situations are described in the following.

2.3.2 Contact-Induced Language Change

In general, any linguistic feature in a language can change over time, but not at constant

rates (Atkinson et al., 2008). The existence of intrinsic stabilities of certain features across

language families and geographical areas has been claimed, but there have been found coun-

terexamples for every claim. Given the right combination of linguistic and social circum-

stances, any element of a language can be adopted by another language, but some items are

more resistant to transfer than others (Thomason, 2001).

The most fundamental mechanisms provoked by language contact are interference on

the one hand and convergence on the other. Interference is the transfer of structures and/or

material from one language into another. This importation may occur by borrowing or

by shift-induced interference (Thomason, 2001). Borrowing is the incorporation of a fea-

ture of a di�erent language into a group’s native language, whereby the native language

is maintained (Thomason and Kaufman, 1988). The borrowing of words is the most com-

mon type of foreign in�uence. For instance, a lot of French words were integrated into

English after the Normans conquered England in 1066 (Thomason, 2001) (see grey arrow in

�gure 2.1 indicating the in�uence of Old French on Middle English). Shift-induced inter-

ference is the result of imperfect learning of a group of speakers during the shift to another

language (Thomason and Kaufman, 1988). Convergence, the second mechanism, is any pro-

cess through which languages in contact situations become more similar. This mechanism

can be described as mutual interference resulting in convergent structures of two or more

languages with no single source. Convergence is the main mechanism in so-called linguis-

tic areas (Sprachbund situations). A linguistic area is a geographical region within which

languages share structural features as a result of language contact rather than as a result of

genetic relation (Thomason, 2001).

Through such transfer processes, any linguistic feature can be adopted by a language.

Regarding phonological and grammatical change, phonological features tend to be trans-

ferred more easily by contact-induced language change. The reason is that lexical borrow-

ing (i.e. the borrowing of words), which is very likely to occur (Tadmor, 2009; Sanko�, 2002;

Thomason, 2010), usually entails phonological changes due to subsequent adjustments in

the phonology of the language adopting words. Such adjustments may not only be applied

to borrowed vocabulary, but may also be applied to native lexicon (Sanko�, 2002).
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2.3.3 Contact Hypothesis

As mentioned before, language contact is generally associated with a fast and profound

change in at least one of the languages in contact (Lucas, 2014). On the one hand, con-

tact situations can induce interference or convergence and lead to rapid changes in one

or more of the languages in contact, depending on many other factors (addressed in the

next section). On the other hand, a consequence of language contact is that it can speed up

internally-motivated changes (e.g. due to inherently unstable aspects in a language) that are

already in process (Trudgill, 2011). This does not necessarily result in interference or con-

vergence, but may simply accelerate the ongoing change (Lucas, 2014). This rapid change

evoked by contact situations contrasts the exceptionally slow language change of languages

in almost total isolation (Lucas, 2014). Although most probably, no language has ever been

totally isolated from other languages for more than one hundred years (Thomason, 2001),

some languages developed in more isolation than others. The example of Icelandic sug-

gests that isolation or lack of contact respectively promotes conservatism, resulting in slow

language change (Lucas, 2014). An example of fast contact-induced language change is the

integration of lexical items of French into the English language, as mentioned before. Not

only words, but also morphemes such as able and ment were attached to native English

words (McGregor, 2015).

This thesis is based on the contrasting rates of change of languages that are relatively

isolated and of languages constantly in contact. As mentioned before, this is referred to as

the contact hypothesis implying that rapid language change is induced by language contact.

If and how fast languages in contact change, however, is dependent on many factors. Some

of these are addressed in the next section.

2.3.4 E�ectiveness of Language Contact

There are numerous political, socioeconomic and sociolinguistic factors that determine

whether languages in contact situations change at all and if they do, how fast they change.

One important factor is the intensity of a contact situation resulting in greater interference

when contact is intense. Intensity is a matter of the amount of cultural pressure applied

by one speech community on another. This is generally dependent on the duration of the

contact, the size of the speaker populations and the socioeconomic dominance. The bigger

the size of a group, the more probable is its socioeconomic dominance and the more prob-

able that the smaller, subordinate group adopts features from the language spoken by the

dominant group (Thomason, 2001).

The social identi�cation of groups in contact with one another remains a crucial factor

regarding the e�ectiveness of language contact. Languages are often regarded as an im-

portant dimension of social identity and may represent group categorization. They serve
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as a promotion of identity, contrast, a�liation, power or solidarity (Sujoldžić and Muhvić-

Dimanovski, 2004). This has an in�uence on the attitude of speakers which can either pro-

mote or hinder change. Thomason (2001) claims that speaker’s attitudes are the main rea-

son why contact-induced change remains unpredictable. These factors are crucial; however,

they are not incorporated in this thesis, as the focus lies on geographical factors promoting

or restricting the emergence of contact situations respectively.

This chapter provided an overview of basic linguistic concepts and has discussed lan-

guage change from a linguistic perspective. The next chapter addresses the linkage of lan-

guage contact and geography.
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Chapter 3

Language Contact and Geography

This section starts by roughly introducing the interdisciplinary �eld of language contact

and geography with a focus on research on mobility and the necessity of group contact.

Several studies have investigated the distribution of linguistic features in space. For

instance, Nichols (1992) found distributions of structural features to be taking the form of

global west-to-east clines and Atkinson (2011) observed that phonemic diversity declines

with the increase of distance from the African continent. The processes underlying such

spreads of linguistic features mainly include migration and interaction between groups.

Mobility of groups thus plays an important role in language contact and besides being in-

�uenced by sociocultural factors, these processes are in�uenced by environmental (climatic

and ecological) factors and topographical elements (Gavin et al., 2013). Theories about this

subject matter mainly originate from research on species diversity in biology showing that

spatial heterogeneity often correlates with greater diversity. For this, heterogeneity is quan-

ti�ed as habitat diversity or topographical complexity (see e.g. Kerr and Packer (1997)).

Such theories have been adapted to explain linguistic diversity on the assumption that some

processes leading to species diversity also lead to language diversity (Moore et al., 2002).

The aim of these theories is to explain why groups separate or remain connected, whereby

topographical elements are considered as restrictions on mobility (Stepp, Castaneda, and

Cervone, 2005). Climatic conditions are seen as facilitating or impeding self-supply (Net-

tle, 1998) and as in�uencing livelihood strategies (Gavin et al., 2013). In these approaches

geography de�nes circumstances that favour or disfavour contact between groups. These

approaches can be adapted to investigate contact-induced language change because the

process leading to high language diversity is the relative isolation of groups, which in con-

tact linguistics is associated with low rates of language change. Another theory is about

migration of people and claims that there is a latitudinal bias in large-scale migration pat-

terns (Diamond, 1997). This theory is important for this thesis because it describes the pre-

ferred direction of long-term migration and it thus hypothesises how languages or language

families, respectively, are spread and where language contact may happen. The following

subsections introduce these three explanatory approaches in more detail and present some

studies connected to them.
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3.1 Topography and Mobility Restriction

The topography theory sees topographical features as potential restrictions on mobility.

Mountain topography is thus a reason for the separation of communities, potentially lead-

ing to the isolation of groups of people because interaction with neighbouring groups is

impeded (Stepp, Castaneda, and Cervone, 2005). In this regard, whether a landscape allows

for transport or not may be a key factor (Nettle, 1996). Currie and Mace (2009) tested this

theory for language diversity and Nichols (2014) conducted a study that is closely related

to this topic.

Currie and Mace (2009) investigate several factors in order to explain language diver-

sity. They found a signi�cant correlation between the roughness of language areas (assessed

by the standard deviation of the altitude) and the size of language areas. The correlation was

positive, indicating that language area size is bigger in mountainous regions. This result op-

poses the topography theory, however, Currie and Mace (2009) do not take population size

into account. In a lot of cases, mountainous areas are less populated than �at areas which

might result in a low diversity although groups are rather isolated and do not speak the

same languages.

Nichols (2014) shows the impact of geography on the development of languages of

the Nakh-Daghestanian language family in the eastern half of the Great Caucasus range.

Results show a positive correlation between linguistic structural properties of a language

with the altitude at which a language is spoken. The grammar of languages spoken on high

altitudes is more complex and certain sounds (so-called uvulars and ejective consonants)

exist only in high altitude languages. Structural complexity in general also correlates with

the sociolinguistic status of languages which is also dependent on altitude. Of course, alti-

tude itself is not the immediate reason for structural complexity, but as peripheral locations

like mountainous areas are precluded of large open networks, they are more easily isolated.

Thus, mountain topography favours the isolation of ethnolinguistic groups and isolation, in

turn, may favour linguistic complexity. Nichols’(2014) study does not show a direct connec-

tion to the contact hypothesis, but it suggests that topography is important for the isolation

of languages and that isolated languages develop di�erently than languages in contact sit-

uations.

3.2 Climate and Subsistence

The subsistence strategy of a group is dependent on the ecological circumstances which in

turn are in�uenced by climatic conditions. Diverse livelihood strategies may be developed

and ethnolinguistic boundaries may be formed due to di�erent habitats (Gavin et al., 2013).

Climate can also be interpreted as facilitating or impeding self-supply: Nettle (1998)

explains the uneven distribution of languages across the globe (which is generally high in

equatorial regions and lower in higher latitudes and arid regions) by the ecological risk. The
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ecological risk describes how easy it is for a group to be self-subsistent, which depends on

the amount of seasonal and/or inter-annual variation that is faced by people in their food

supply (Nettle, 1996). This theory is closely related to other hypotheses predicting cultural

diversity based on environmental factors such as productivity or biomass (Collard and Fo-

ley, 2002). The ecological risk can be described by climatic variability based on the mean

temperature and precipitation throughout the year. In regions where climatic conditions

allow for the production of food throughout the year, smaller groups of people tend to be

autarkic because the ecological risk is low. This leads to a separation of groups into smaller

social and economic communities because there is no need to establish large social networks

across communities to deal with potential shortages of food. Without these networks, com-

munities are less likely to be in contact with each other, although they are not necessarily

isolated. This leads to less exchange between groups and language contact is less probable.

As a consequence, in regions with a low ecological risk, language diversity is more pro-

nounced due to the fragmentation into many small groups and languages. In regions with

larger climate variability, and thus with an enhanced ecological risk, communities tend to

establish larger social networks to secure their food supply, which results in more contact

between groups and more widespread languages (Nettle, 1998). Although this theory was

developed to describe language diversity, its argumentation is based on language contact,

which makes it suitable for this thesis.

3.3 Climate and Large-Scale Migration

In Diamond’s (1997) theory climate and ecology are accredited a fundamental role regarding

the movement of human populations. The climate and ecological conditions respectively

change less along latitudinal axes than along longitudinal axes. For instance, fauna and �ora

tend to remain the same. Thus, movement in east-west direction requires less adaption to

new environments and there is no need to change the social system of a group. As a conse-

quence, long-term historical migration in latitudinal direction is facilitated compared to the

longitudinal direction (Diamond, 1997; Hammarström and Güldemann, 2014). Regarding

linguistics, this theory implies that language contact and the spreading of linguistic features

is more likely to occur in a latitudinal direction as well. A few studies linking linguistics to

this theory have been published in recent years and are addressed in the following.

Güldemann (2010) explains the spread of large-scale linguistic areas of Africa on the

one hand using Diamond’s (1997) theory and on the other hand based on macro-topography.

He distinguishes �ve linguistic areas, some of which show a strong latitudinal alignment

while others rather extend in a north-south dimension. In accordance with Diamond’s the-

ory, the east-west oriented areas and their overall con�guration relative to each other can

be attributed to stable climatic characteristics. Furthermore, geophysical features such as

mountains and water bodies also in�uence the large-scale distribution of typological fea-

tures and impede a horizontal alignment of language areas. For instance, in eastern Africa,
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linguistic features tend to be aligned in a north-south dimension. Güldemann (2010) at-

tributes this to the East African Rift located at the eastern �ank of Africa, which is the most

notable topographical feature of the continent. The north-south alignment thus indicates

that the movement of people was channelled along the Rift. Güldemann (2010) empha-

sizes that north-south migration also takes place, suggesting that trespassing the latitudinal

boundary may lead to substantial change in typological characteristics of a language family.

This may even result in a separate branch of this language family leading to higher struc-

tural diversity within a language family. Three aspects of Güldemann’s (2010) �ndings are

important for this thesis. First, linguistics features tend to cluster horizontally on a large

scale due to the facilitated movement along latitudinal axes. Second, linguistic areas are also

shaped by macro-topography. Although Güldemann (2010) does not speak of topography

favouring isolation or contact, topography is important because it in�uences movement.

The third aspect addresses accelerated change by entering a region with di�erent ecologi-

cal conditions.

Hammarström (2010) tested the Language Family Dispersal Hypothesis (LFDH) on a

global scale. The LFDH is an approach to explain why some language families contain more

languages than others. It is based on the hypothesis that the ancestral speakers of today’s

large language families had a technological advantage regarding agriculture, and therefore

repressed groups speaking languages belonging to other families (Hammarström, 2010). For

each family, ethnographic evidence was used to determine its subsistence status (agrarian

vs. hunter-gatherer) and the geospatial spread of the family members was assessed and

tested for horizontal alignment. Horizontality is de�ned as the ratio of the east-west to the

north-south expansion of the coordinates of the family members. Based on the theory by

Diamond (1997), families with the subsistence type farming were expected to be horizontally

aligned. However, horizontality was not found to correlate for neither of the subsistence

types nor for their combination but both the agrarian and hunter-gatherer families were

found to tend to spread horizontally. This suggests that not only farming was responsible

for the spread of some of the big families, but that other processes may have been involved

as well. For this thesis, this means that language families tend to spread horizontally, which

indicates that climatic factors in�uence the large-scale migration of groups of people.

Hammarström and Güldemann (2014) tested the alignment of the spread of word or-

der and numeral systems on a global scale. To do that, they categorized languages into

feature-wise homogeneous areas. It was tested if Köppen-Geiger climate zones and geo-

physical features in�uence the shape of these linguistic areas. In addition, their geospatial

alignment was tested for horizontality. Hammerström and Güldemann’s (2014) results show

that Köppen-Geiger zones and geophysical features do not correlate with the shape of the

linguistic macro-areas, although languages within Köppen-Geiger zones tend to be more

homogeneous than random sets of a similar size. With respect to the horizontality of the

areas, the results suggest that the bigger the size of the areal aggregations, the more hori-

zontal their alignment. This coincides with the theory by Diamond (1997). It means that, on

a small scale, people stay in similar climatic conditions in whichever direction they move,
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but on a larger scale, the migration tends to occur along latitudinal axes (Hammarström and

Güldemann, 2014). The �nding important for this thesis is that, on a global scale, linguistic

features are distributed horizontally due to the facilitated migration along latitudinal axes.

All of the reviewed studies indicate that climate and ecology are major factors in�u-

encing large-scale migration and thus also the large-scale distribution of linguistic features.

The distribution of features is in�uenced, on the one hand, by the movement of groups per

se, and, on the other hand, by the contact that is established with other groups as a result

of this movement.

This chapter gave an overview of research in the interdisciplinary �eld of language

contact and geography. The next chapter presents the research outline.
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Chapter 4

Research Outline

The previous two chapters have introduced language contact from a linguistic and from

a geographical perspective. This section outlines the research gap and the design of this

thesis. Furthermore, it explains the expected impact of geographical factors on contact-

induced language change.

4.1 Research Gap

On the one hand, there has been a lot of research focusing on linguistic mechanisms lead-

ing to contact-induced language change (see overview in section 2.3.2). Moreover, a lot

of case-studies have been carried out in which sociolinguistic, socioeconomic, and political

circumstances were observed to be fostering or impeding contact-induced language change

(see overview in section 2.3.4). On the other hand, as described in chapter 3, several stud-

ies regarding geography and language diversity have been conducted, mainly addressing

the topography theory and Nettle’s (1998) ecological risk theory. The link between isola-

tion or contact of groups and the speed of language change based on the linguistic contact

hypothesis has been made, but it has not been tested to date. Diamond’s (1997) theory

has been linked to the horizontal alignment of linguistic features, but the impact of this

theory on contact-induced language change has not been addressed. This thesis addresses

this research gap and aims at contributing new insights into the in�uence of geography on

contact-induced language change on a global level. The approach applied for the investiga-

tion of these theories is described in the following section.

4.2 Research Design

This thesis investigates the in�uence of language contact on language change using an ex-

ploratory approach. Languages are investigated in the context of their language family.

This means that the investigation is carried out on the level of language families. Based on

linguistic databases, language change is assessed on the one hand and language family areas

are modelled on the other (see work�ow in �gure 4.1). The former is estimated by applying
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phylogenetic methods to language family trees. In doing so, transition rates of linguistic

features are computed for each language family. From the geographical perspective, lan-

guages are viewed as groups of people. A language family thus re�ects several groups living

in a geographical area with certain characteristics that favour or disfavour contact between

groups. These characteristics are computed for the language family area using di�erent ge-

ographical factors encompassing environmental characteristics, neighbourhood measures

and geometric properties (explained in more detail in the next section). Subsequently, the

in�uence of the geographical factors on language change is investigated. Language contact

as a function of geography itself is not modelled but a preliminary analysis is performed

in the form of a correlation analysis. In doing so, fast change is associated with language

contact, based on the linguistic contact hypothesis.

Ideally, the development and divergence of languages would be compared to the geo-

graphical distribution of these languages over time, but this kind of spatiotemporal data is

not available. Therefore, today’s distribution of languages, which re�ects their history of

evolution, is taken as a basis for the computation of language family areas.

Figure 4.1: Approach applied in this thesis: based on the linguistic

databases transition rates are estimated and language and language fam-

ily areas are modelled. For these areas geographical factors are computed

and subsequently compared to the transition rates in the form of correlation

analyses.

4.3 Hypotheses

This section outlines the hypotheses connected to the research questions posed in section

1.1. As explained in chapter 2, phonological items of a language tend to be transferred more

easily by contact-induced language change than grammatical items (Tadmor, 2009; Sanko�,
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2002). Therefore, it is hypothesised that phonological change results in more and higher

correlations with geographical factors than grammatical change.

Regarding contact-induced language change, there are two main types of conceptual

factors in�uencing change: �rst, there are factors that drive the probability of contact, such

as topographical characteristics and climatic conditions. Related to these factors is also

contact potential, i.e. if there are ethnolinguistic groups with which contact is possible. This

factor is treated as an own category. Second, there are factors that drive the probability

of the e�ectiveness of contact. These factors involve sociocultural factors and geometry,

whereby the focus lies on geometry in this thesis. In the following, the operationalisation of

the conceptual factors is roughly described and it is addressed how the factors are expected

to in�uence contact-induced language change.

4.3.1 Contact Probability

The probability of contact is in�uenced by environmental factors comprising climatic and

topographical variables. Climate (temperature and precipitation) re�ects the productivity of

the environment and thus the necessity of contact between groups. High temperature and

precipitation values lead to less contact among groups because self-su�ciency is facilitated

(Nettle, 1998), which in turn is associated with a low rate of change due to minimal language

contact. The variability of climatic conditions within a language family area, however, is as-

sociated with fundamental language change due to altered climatic conditions (Güldemann,

2010; Diamond, 1997). Migrating groups of people may have to restructure their social sys-

tem to adapt to the new circumstances in order to survive. This in turn suggests a higher

chance of contact to other groups leading to rapid language change. Topographical com-

plexity re�ects restriction of movement leading to isolation of groups (Stepp, Castaneda,

and Cervone, 2005). This is associated with less language contact leading to a low rate of

change.

4.3.2 Contact Potential

The number of neighbours maps the contact potential of a family, which is assessed on two

levels, namely on the level of languages and on the level of language families (for details,

see section 6.3.3). The expectation is that if there are a lot of neighbours, contact and thus

contact-induced language change is more likely to happen. The correlation of geographic

and phylogenetic proximity suggests that there is more language contact between genet-

ically related languages than between unrelated languages (Bowern, 2013). Thus, in the

case of language contact between groups of various families, di�ering linguistic features

can be transferred. In the case of contact between languages of the same family the chance

is higher that these features are similar already (Bowern, 2013). It is thus assumed, that

contact with unrelated languages leads to more rapid language change.
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4.3.3 E�ectiveness of Contact

The geometry in�uencing the probability of e�ectiveness of language contact is opera-

tionalised in di�erent ways. For instance, a large areal size of a language family suggests

that intense contact between languages has occurred (Currie and Mace, 2009). Further,

shape compactness and a horizontal spread of language family areas suggest stable social

structures which in turn imply less fragmentation and less diversi�cation (Diamond, 1997;

Trudgill, 2010). This leads to more resistance against language change in contact situations.

In the following, the geographical factors quantifying the conceptual factors are re-

ferred to as environmental characteristics (climate and topography), neighbourhood mea-

sures and geometric properties, as shown in �gure 4.1. These geographical factors do not

deterministically predict fast or slow language change, but they favour or disfavour con-

tact and the e�ectiveness of contact among groups which is associated with fast and slow

language change respectively.

This chapter gave an overview of the research design of this thesis and the classes of

geographical factors included in the data analysis process. The following chapter introduces

the data used in this thesis, namely the transition rate data and the linguistic database used

for the calculation of the language family areas, for which the geographical factors will be

computed.
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Chapter 5

Data

In this thesis two linguistic datasets are used for di�erent purposes. The �rst dataset com-

bines data from several databases and is used for the estimation of language change. The

Glottolog database (Hammarström et al., 2016) is the second dataset and is used for the

creation of language and language family areas. Further data used for the calculation of

the di�erent geographical factors will be mentioned in the methodological description in

chapter 6. The estimation of language change is performed by Prof. Dr. Balthasar Bickel

(Bickel, 2016), the supervisor from the Department of Comparative Linguistics, and access

to the results is provided. The �rst subsection not only describes the resulting data, but also

the basic methods applied to estimate the transition rates.

5.1 Transition Rates

In this thesis, language change is modelled as rate of change of linguistic features within

language families. This means that the transition rate of features from state A to state B

and vice versa is calculated. To estimate the rates, phylogenetic methods are applied. These

methods are non-trivial and their suitability is debated among scholars (Heggarty, 2006).

This thesis does not aim at extending or comprehensively testing phylogenetic methods, but

at investigating the resulting transition rates in a geographical context. The databases used,

the methodology applied to them and the resulting transition rates used for the estimation

of language change are described in the following subsections.

5.1.1 Linguistic Databases

To get information on as many structural features as possible, a combined dataset includ-

ing data from AUTOTYP (Nichols et al., in prep.)s, WALS (Dryer and Haspelmath, 2013),

PHOIBLE (Moran, McCloy, and Wright, 2014) and ANU (Donohue et al., 2013) is used.

The AUTOTYP Genealogy and Geography Database contains information on around 400

phonological and 700 grammatical features of about 2’700 languages and language vari-

eties worldwide. The World Atlas of Language Structures (WALS) provides information

about 192 structural features of roughly 2’700 languages. PHOIBLE is a database describing
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phoneme inventories and distinctive feature data for phonemes in around 1’700 languages

worldwide. ANU (also called World Phonotactics Database) contains information about

phonotactic restrictions of over 2’000 languages and segmental data of additional 1’700 lan-

guages. In simple words, phonotactics deals with the syllable structure of languages, i.e.,

which sounds can be preceded and followed by which other sounds.

In these databases linguistic features are attributed to every language. Each language

has one value for each collected feature. The features can take on di�erent values repre-

senting the speci�c structural property of a language. For instance, in WALS, there are two

to 28 possible values per feature (Dryer and Haspelmath, 2013). Here, however, only binary

variables are incorporated into the computation. Ideally, languages have values for all fea-

tures, but as the vast majority of languages of the world is not documented appropriately

(McGregor, 2015), this is not the case for many of them. Linguistic databases generally in-

clude genealogical information of the languages and some also provide the geographical

coordinates of the centres of language areas.

5.1.2 Methodology

This section outlines the applied method to estimate the transition rates of linguistic fea-

tures. The following descriptions are based on the script by Bickel (2016).

5.1.2.1 Preprocessing

To be able to derive transition rates of linguistic features for each language family, it is

necessary to �rst determine the relations of languages within a family using genealogical

trees. Dediu’s (2015) forests, a repository providing di�erent taxonomies, are used for that

(Dediu, 2015). Three di�erent trees are selected for the computation: two trees with dif-

fering branch lengths are selected from Glottolog. One of them assumes uniform lengths

between all nodes, while the other has branch lengths based on lexical distances based on

the Automated Similarity Judgment Program (ASJP) database (Wichmann et al., 2015). The

third tree used is from AUTOTYP (Bickel and Nichols, in prep.). Its branch lengths are based

on structural distances. For the second and third tree, branch lengths are mapped on the

trees using a genetic algorithm by Scrucca (2013).

Each tree is then matched with each feature. The trees in Dediu’s databases do not nec-

essarily end in tips (leaves of the tree) coinciding with the IDs in Glottolog. Vice versa, IDs

of Glottolog are not limited to tips, but they can be found at various taxonomic levels. Thus,

some adjustments are required: tips lacking data are �lled with the ID of the next higher

node, which is justi�ed by the close relationship of the tip and the node. Subsequently, the

trees are pruned to only retain tips with data.
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5.1.2.2 Fitting CTMC Models for the Estimation of Transition Rates

For the estimation of transition rates, continuous-time Markov-Chain (CTMC) models are

�tted to the trees. To do that, Dediu’s forests require calibration in time (Widmer et al.,

2016). As this would require extensive simulations and validation studies it is done on the

basis of qualitative assumptions instead. For trees with uniform branch lengths, 1’000 years

are assumed between each node. The length estimates for the lexicon-based and structure-

based trees are given in Dediu’s (2015) database. To result in relatively realistic times, these

estimates are multiplied by �ve.

To get stable transition rate estimates for a feature within a language family, the transi-

tion rate is only estimated if at least ten members of that language family contain a value for

this feature. To the trees ful�lling this condition, CTMC models are �tted using the package

BayesTraitsV2. This package performs analyses of trait (here: linguistic feature) evo-

lutions among groups of species (here: languages of a family) with available phylogenies

(here: family tree) (Meade and Pagel, 2014). CTMC modelling allows a trait to change from

a given state to any other state at any time. Transition rates of the trait and the likelihood,

that is associated with the di�erent states a trait can adopt, are estimated by traversing the

tree (Meade and Pagel, 2014).

Figure 5.1: Transition ma-

trix of a binary feature with

states A and B.

To facilitate rate estimates and summary statistics, only

binary data is selected for the calculation, i.e. features that can

adopt two states. The transition matrix in �gure 5.1 is an exam-

ple of a model of such a feature. Each feature has two transition

rates; one rate describes the transition from state A to state B

(qAB) and the other the transition from state B to A (qBA). For

every linguistic feature in a family, two CTMC models are �t-

ted. One model assumes equal rates (ER), i.e. qAB equals qBA.

The second model (ARD) assumes di�erent rates, i.e. qAB and

qBA are unequal, allowing one transition to be more probable than the other. Then, the best

�tting model for each feature in a family is chosen. CTMCs can only be �tted if feature

values in a tree are non-uniform. In case a feature does not change, maximum stability is

assumed indicating that qAB and qBA approximate zero and the equal rate model �ts best.

5.1.3 Data Filtering

The results contain between two and six transition rate values for each linguistic feature in

each family. This is because both directions of change (qAB and qBA) are calculated and if

available, three di�erent trees were used to estimate the rates. For this thesis, only the high-

est of these rate values is selected, representing the maximum rate of change of a linguistic

feature within a language family. These rates are later analysed in a geographical context.

For some features in several families, transition rates are zero, indicating no change. These

values are removed because they are assumed, not estimated.
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5.1.4 Final Dataset

After the �ltering, 1’379 transition rates of 225 di�erent linguistic features remain. 177 of

the features are grammatical and 48 are phonological. Despite that transition rates were

estimated for fewer phonological features than grammatical features, they could be calcu-

lated for more families because phonological information is collected in more languages:

588 rates were estimated for 48 phonological features and 791 rates for 177 grammatical

features. Thus, for some grammatical features, transition rates could only be estimated for

a few language families. In terms of language families, transition rates could be estimated

for 47 families, for the remaining families not enough data has been collected.

The transition rate is the �rst derivative of the function that describes the transition

probability from one state into another state over time across the transition matrix. The val-

ues of the estimated rates range between 0.000003 and 0.01. Figure 5.2 shows the histograms

of the transition rates of phonological and grammatcial features. The transition rates fol-

low a uniform distribution and on average, the transition rates of phonological features

(q=0.0056) are slightly higher than the transition rates of grammatical features (q=0.0053).

(a) Phonology (b) Grammar

Figure 5.2: Histograms of transition rates.

5.2 Glottolog

As was done for the transition rate data, the geographical factors are also computed on the

level of language families. A dataset describing language or language family areas does

not exist on a global scale, hence, they have to be assessed based on language coordinate

data. This means that the coordinates of languages and their language family a�liation

are required. This information is taken from the Glottolog database (Hammarström et al.,

2016). This database is structured in two �les: One �le contains 22’924 languoids, that is,

dialects, languages and several levels of genetic groupings. There are 8’397 entries for the

category of language. Geographical coordinates in WGS84 are available for most of them.

The resolution of the coordinates varies signi�cantly, ranging from the metre range up to

around 100 km. The other �le contains the phylogenetic tree of every language family.

This classi�cation contains 242 top-level families and 188 isolates. The �les are linked to

determine the language family of every language. Figure 5.3 depicts all languages coloured

according to their language family. The clustering of languages and language families in

the tropics is clearly visible (as described in chapter 2). One has to keep in mind that the
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map is projected, thereby the trend is visually enhanced because polar regions are depicted

larger than equatorial regions.

Figure 5.3: Languages of the Glottolog database (Hammarström et al.,

2016). The languages are coloured according to their language family af-

�liation. Data: Natural Earth, Glottolog.

An important aspect of working with language families is their inequality in cardinal

size, areal size, speaker population, etc. The di�erence of their cardinal size is illustrated in

�gure 5.4. There are only a few language families that contain more than 100 languages,

the majority contains only a few languages.

Figure 5.4: Number of languages per language family in descending order.
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Chapter 6

Methodology

This chapter describes the methodology of the spatial modelling applied in this thesis (see

work�ow �gure 4.1). The �rst subsection describes data �ltering steps in which several lan-

guages and language families are deleted. The second subsection outlines the computation

of language family areas based on the Glottolog data described above. These areas serve as

a basis for the subsequent computation of the geographical factors, as they are calculated

for each language family area. These values are then compared to the transition rate data

in section 7. The processing, visualisations and also the subsequent analyses are realised

in R (R Core Team, 2015), only for a few processing steps ArcMap 10.4.1 is used.

6.1 Data Filtering

The goal of this data �ltering is that only spoken languages with native speakers that have

coordinates and lie on the landmass remain. Additionally, languages largely in�uenced by

colonialism and/or globalisation are excluded. The di�erent �ltering steps lead to a deletion

of 1445 languages and 11 language families. An overview of the �ltering steps is provided

in table 6.1 and a more detailed description of them is given in the following.

Table 6.1: Filtering steps and the number of languages that are deleted. In

total, 1445 languages are removed.

Filtering step Number of languages removed

Missing coordinates 767

Non-genealogical languages (pseudo-families) 169

Spurious, unclassi�ed and ancient languages 291

Colonial languages 71

Inaccurate coordinates 147

Due to missing coordinates, 767 of the 8395 languages are deleted. In doing so, the lan-

guage family South Omotic containing 5 languages and the isolate Yurumanguí are deleted.

Further, �ve Pseudo-Families are deleted. Some languages are treated as families in the

database although they are non-genealogical. 125 sign languages are deleted because speech
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is seen as the primary medium of human languages (McGregor, 2015). Contact languages

such as pidgins and further mixed languages deleted because they are mainly used as lingua

francas. This lead to a deletion of 38 languages. Six more languages that are not considered

as the main means of communication in a society are excluded as well. These are members

of the pseudo-families Speech Registers and Arti�cial Languages.

Moreover, spurious, unclassi�ed and ancient languages are removed as well: spuri-

ous languages are languages mentioned in literature, but their existence is doubted (Ham-

marström et al., 2016). 221 languages belonging to this ‘family’ are deleted. There are 64

languages of which the existence is proven, but they cannot be classi�ed genetically (Ham-

marström et al., 2016). They are deleted in order not to in�uence the creation of the language

family areas. Furthermore, six ancient languages are deleted because determining language

areas for languages that do not exist anymore is not aimed at here.

Some more languages are intentionally omitted because, having resulted from colo-

nialism or globalisation, they are much younger than the languages of interest. Hence, the

inclusion of such languages would produce non-comparable results and time-depth confu-

sion. 71 languages are identi�ed as ‘colonial languages’, amongst others, Afrikaans, English

Creoles and several creoles based on languages such as Portuguese and Spanish.

Languages with inaccurate coordinates are also deleted. Intersecting the language

points with the landmass leads to a deletion of 147 languages. For the intersection, the

10m resolution Natural Earth dataset by ESRI (2014) is used. This high resolution preserves

more languages than the world maps with resolutions of 50 or 100 meters. This may be

due to the fact that some coordinates are of very high resolution. It is assumed that coor-

dinates of language points located in water areas are erroneous and are thus deleted. The

vast majority of the removed languages are located in the region of Papunesia, an area with

a lot of islands. Most likely, these coordinates were not set with enough accuracy which,

in the case of small islands, results in the points lying in the ocean. A further reason could

be that world maps of di�erent sources vary. Hence, setting the coordinates on a di�erent

map than the one used for the intersection could result in some points being placed in water

areas although their coordinates were set accurately. In this �ltering step, languages of 22

families are deleted. 108 of them are Austronesian and ten belong to the Indo-European

languages. In other families, the maximum number of languages deleted is three. One of

the 22 families is the isolate Chono leading to the deletion of this one-member family.

The �nal dataset contains 6’950 languages, which belong to 419 di�erent language

families. 186 of these are language isolates.

6.2 Modelling Language and Language Family Areas

This section describes the calculation of the language and language family polygons, as

this is not a trivial process. Glottolog provides a point dataset out of which the area of a
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point group has to be determined. There is no standard approach in linguistic literature

for deriving language areas or language family areas from language points. It has been

decided to calculate the respective Voronoi polygon for each language. These areas are

then merged to language families. This decision is crucial for this thesis, because the vast

majority of the subsequent calculations is based on the language and language family areas.

In the following, the decision is discussed and the implementation of the method and its

limitations are explained. Finally, the results are presented and it is described how they are

matched to the transition rate data.

6.2.1 Point to Polygon Conversion

In GIScience the point to polygon conversion is a common issue and there are several ap-

proaches to tackle this problem. Besides the most primitive method, the bounding box,

there are several other approaches, e.g., the convex and concave hull (for a description see

e.g. Cormen et al. (2009)) and alpha shapes or the characteristic shape (for a description see

Duckham et al. (2008)). When considering the points as languages or centres of languages,

these methods have several drawbacks. With all methods, some of the language points

would lie on the border of the resulting language family area. This would not represent the

points correctly as language centres. Additionally, these methods would result in contigu-

ous language family areas, which does not necessarily re�ect reality. Moreover, especially

the convex and concave hulls are sensitive to outliers, i.e. a language family area would be

greatly distorted if one language centre lies far apart from the other languages belonging to

the same language family. In order to circumvent these drawbacks, the Voronoi method is

used to calculate the language family areas. This method was also used by Hammarström

and Güldemann (2014) to derive language polygons.

6.2.1.1 Voronoi Method

Figure 6.1: Voronoi polygons of a set of

points in a plane.

Given a plane with some points, the Voronoi

method divides the area into polygons based on the

nearest-neighbour rule, i.e. a point is associated

with the nearest part of the plane. This results in a

polygonal partition of the whole area based on the

perpendicular bisectors between pairs of points

(Aurenhammer, 1991). Figure 6.1 shows points in

a plane and their associated Voronoi polygons. In

case of language points, the interim result is the di-

vision of an area into language polygons. To obtain

language family polygons, the language polygons

of the languages belonging to the same family are

merged. If the family members are not adjacent
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(e.g. if there is an outlier), the merging results in multipart polygons. This step is explained

and illustrated below.

Clear advantages of Voronoi polygons compared to the abovementioned methods are

that the points represent the language centre more precisely and outliers do not distort the

area, but are represented as separate polygons. However, the Voronoi method also has some

disadvantages. For instance, Voronoi polygons do not represent multilingual areas, whereby

the hulls could represent overlaps of di�erent language families. A further disadvantage is

the polygonal partition of the whole landmass area. As a result, uninhabited regions of the

world are also attributed to languages.

6.2.1.2 Representation of Languages

A general problem of language area determination, based on point data of linguistic databases,

is that all languages are represented in the same way, i.e. languages with a big speaker pop-

ulation cannot be distinguished from languages with only a few speakers. This information

would be important for a more precise determination of the language areas. In general, a

big speaker population suggests a rather big language area (Bromham et al., 2015). If this

information was available, the Voronoi polygons could be weighted, resulting in relatively

bigger language areas for languages with a larger speaker population.

6.2.2 Implementation

In order to calculate the language family areas, the coordinates of the language points

and their family a�liation is needed. Some languages, however, have to be relocated be-

cause their coordinates are not unique. Duplicates are problematic for applying the Voronoi

method, because only one of the duplicates can be represented as a polygon. The relocation

of duplicates is described in the following subsection.

6.2.2.1 Relocation of Duplicates

43 coordinate pairs of languages are non-unique. Most of these (25) have one duplicate and

some (11) have two. Four times there are four languages at the same location, twice �ve

languages and once there are 10 languages with the same coordinate pair. Theoretically it

is possible that some languages have the same centre, but especially in the case of multiple

duplicates it is more likely that the coordinates were not set with a high accuracy.
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Figure 6.2: Relocation of 9 duplicates (red

points) within a distance of 8 km from

their original location (point with black

border).

For every group of duplicates with the same

coordinate pair, one of the duplicates (languages)

stays in this position, and the other languages are

relocated. For this, random bearings and random

distances between 3 and 8 km are used. Random

parameters are used to avoid an arti�cial circle-

like arrangement of the relocated languages. The

range of distance is chosen because the resolution

of the point grid used is 5 km at the equator (see

description below). Thus, shifting the points be-

tween 3 and 8 km should result in a representa-

tion of these points without distorting the data too

much in areas with high language density. Figure 6.2 shows the example where 10 lan-

guages have the same coordinates, namely the coordinates of red point with the black bor-

der. After the relocation, one language remains at this location, the other nine points are

scattered around the original coordinates. After this relocation of duplicates, the data is

suitable for the application of the Voronoi method.

6.2.2.2 Voronoi Calculation by IDW

There is no straightforward implementation of spherical Voronoi polygons in R, because

existing functions from the packages deldir or dismo only handle planar data. Thus,

the Inverse Distance Weighting (IDW) function idw of the package gstat (available at

https://github.com/ edzer/gstat/) is used as a workaround, because this function is able to

handle spherical data. IDW is a method for multivariate interpolation based on a given set

of points. Values of unknown points are calculated using a weighted average of the values

at the existing points. For a more detailed description of IDW, see Isaaks and Srivastava

(1989).

The procedure is illustrated in �gure 6.3 showing southern India and Sri Lanka. Using

IDW, the known points (i.e. the languages) and the locations where the data will be esti-

mated have to be de�ned. The latter are represented by a regular point grid, i.e. a regularly

distributed set of points with a certain number of rows and columns. Thus, it is not a spher-

ical point grid in which the points are distributed regularly across the globe, but it is planar.

This is necessary for the subsequent rasterization of the output point grid. The equatorial

resolution of the point grid is approximately 5 km with increasing resolution towards the

polar regions. Figure 6.3a shows the language points in di�erent colours. The point grid is

illustrated as small black points. As the input data is nominal (languages), no interpolation

is made, but to each location of the output point grid the ID of the nearest language is as-

signed. Thus, the IDW output is a point grid of which each point is assigned to a language

(see coloured point grid in �gure 6.3b). The point grid is then rasterized, resulting in a raster

of which the cell values represent the language areas (see �gure 6.3c). In order to obtain
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(a) (b) (c)

(d) (e) (f)

Figure 6.3: Implementation of the Voronoi method.(a) shows the initial sit-

uation: languages are represented as coloured points and the point grid is

depicted in black. (b) shows the assignment of the point grid to the nearest

language. (c) shows the rasterisation and (d) the raster to polygon con-

version resulting in language polygons. In (e) the language polygons are

coloured by their family a�liation and (f) shows the merged language fam-

ily polygons. Data: Natural Earth, Glottolog.

a polygon dataset, the raster is converted to polygons. Raster cells with similar values are

merged to one polygon, representing the area of one language (see �gure 6.3d). The raster

to polygon conversion is performed in ArcMap using the option simplify polygons which

omits the cell structure of the polygons. This is done to diminish the di�erent latitudinal

resolution when e.g. calculating the perimeter of a polygon.

As described above, the language polygons are then merged based on their language

family a�liation, resulting in (eventually discontiguous) language family polygons. In �g-

ure 6.3e the language polygons are coloured by language family and �gure 6.3f shows the

merged language family polygons.
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6.2.2.3 Area De�nition for Applying the Voronoi Method

Figure 6.4: Landmass polygons that do

not contain languages (black points) are

removed (coloured in light grey). Data:
Natural Earth, Glottolog.

The Voronoi method is applied to those landmass

polygons that contain at least one language. This

avoids the assignment of polygons that do not con-

tain languages at all, mainly because no human be-

ings live there. The global area of the total land-

mass is 147’049’000 km
2

and 129’987’700 km
2

if

only landmasses with language points are taken

into account. This di�erence of 17’061’300 km
2

in landmass consists mainly of Antarctica, Green-

land, and the northern American Islands that ac-

count for 15’511’600 km
2
. The deletion of this

landmass is seen as appropriate because most of

these areas are not populated. Small islands which

do not contain a language are also deleted, because

the language centre may be located on a nearby is-

land or on the mainland. An example for that is

illustrated in �gure 6.4 showing the islands be-

tween the mainland of Denmark and Sweden. The

languages are located on the mainland and thus,

these polygons are deleted.

The method is run over all landmass polygons at once. As a consequence, language

points on one landmass polygon in�uence the polygonal partition of another landmass poly-

gon. This method is seen as more consistent than running it over every polygon separately.

For instance, the most northern part of Sri Lanka is assigned to the language Tamil (dark-

green in �gure 6.3b), which is centred in India. De�ning the Voronoi polygons for each

landmass polygon separately would result in a less correct version, namely that Tamil is

only spoken in India.

6.2.2.4 Problems of the Implementation

A problem of the pseudo-spherical implementation is that the density of languages is highest

in the equatorial region where the resolution of the point grid is the coarsest leading to

a non-adequate representation. The resolution is not high enough to assign several cells

(or points of the regular point grid respectively) to one language point. This results in

rectangular language polygons (see �gure 6.5).



36 Chapter 6. Methodology

Figure 6.5: Lemio and Wab (blue and

yellow point in the highlighted area) lie

within language areas of languages be-

longing to the family Nuclear Trans New

Guinea (dark red). Data: Natural Earth,
Glottolog.

Languages that are located very close to each

other cannot be represented at all, leading to an

exclusion of eleven languages in total. Eight of

the excluded languages belong to the family Aus-

tronesian, and one language each to the families

Madang, Tai-Kadai and Nuclear Torricelli, respec-

tively. A closer look reveals that nine of the eleven

languages lie within the area of languages of the

same family. The misrepresentation thus does not

have an in�uence on the language family poly-

gons. The languages Lemio (Madang) and Wab

(Austronesian), however, are not contained in lan-

guage polygons of the same family, but by lan-

guage polygons of Madi and Gwahatike, respec-

tively, which belong to the family Nuclear Trans

New Guinea (see �gure 6.5).

6.2.3 Resulting Language Family Areas

The result of the Voronoi method re�ects the 419 language families of the Glottolog database,

however, these families have to be linked to the transition rate data. As mentioned before,

the number of families is hotly disputed. As a consequence, not all of the families of the

transition rate data correspond to the classi�cation by Glottolog: 31 of the 47 families of

the datasets correspond, 14 families of the transition rate data are identi�ed as one or more

subfamilies in Glottolog. These subfamilies are detached from their respective families and

are given top-level status. The remaining subfamilies are not altered, but the families have

lost a few members. The remaining two families (Na-Dene, Macro-Ge) cannot be matched

to the Glottolog data. Thus, for the further analysis, 45 families remain.

Figure 6.6 shows the resulting Voronoi polygons for all language families. The 45

language families for which geographical factors will be calculated in the following are

depicted in colours. The remaining families are coloured in grey. The 45 families are dis-

tributed across the globe and all continents are represented in these families. 77.6% of the

landmass area containing at least one language is covered by these 45 language families.

This is quite a large fraction, however, some parts of the world are not represented very

well: the southern part and east coast of South America are not part of the 45 language

families and in North America there are blank spaces as well. Further, a rather large region

of Sudan and Chad is not represented.
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Figure 6.6: Language familiy areas for the 45 matched families are depicted

in colours, the remaining families are coloured in grey. Data: Natural Earth.

6.3 Computation of the Geographical Factors

This section describes the calculation of the geographical factors for each language family

area. In order to circumvent the drawbacks that a speci�c method might have, some factors

are computed in various ways. An overview of all factors is provided in table 6.2. Each

factor is calculated for the 45 families and the resulting values are displayed in boxplots

and histograms subsequent to the respective method description. The bandwidth for the

histograms is calculated by the interquartile range of the respective data divided by eight

which results in an appropriate depiction of the data. All the calculations are performed

spherically. Some functions in R provide methods that incorporate ellipsoid �attening, but

in order not to mix di�erent calculation methods, these options are not made use of. Fur-

thermore, not all the conducted calculations are entirely spherical, for instance, when raster

datasets are incorporated. This is described within the subsections.

This section follows the structure of table 6.2; �rst, the linguistic factor, i.e. cardi-

nal size, is described. This is a purely linguistic factor which is incorporated because it is

a dependent variable directly re�ecting the divergence of languages within a family. For

simplicity reasons this factor is not treated separately although it is not geographical per se.

Second, environmental characteristics encompassing climate and topography are described.

Third, neighbourhood factors are calculated based on di�erent de�nitions of neighbourhood

and fourth, geometric properties, mainly horizontality and compactness, are computed. Af-

ter the description of the factors of each subdivision, a correlation matrix is presented to

show the dependencies among the factors. This is important with regard to the subsequent

interpretation of the results. The linguistic factor is included in all the matrices.
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Table 6.2: Geographical factors.

Class Description Factor Name

Linguistic Cardinal size SIZE

Environmental

characteristics

Precipitation Average and standard deviation of the annual precipitation

PRECAV

PRECSD

Temperature

Average and standard deviation of the maximum mean temperature

TEMPMAX.AV

TEMPMAX.SD

Average and standard deviation of the minimum mean temperature

TEMPMIN.AV

TEMPMIN.SD

Topography

Average and standard deviation of elevation

ALTAV

ALTSD

Average and standard deviation of Terrain Ruggedness Index (TRI)

TRIAV

TRISD

Neighbourhood

measures

Adjacency

Family average of the number of adjacent languages

ADJLANG.TOT

ADJLANG.SF

ADJLANG.DF

Number of adjacent families ADJFAM

Point distance Family average of the number of languages within a certain distance

PD100.TOT

PD500.TOT

PD100.SF

PD500.SF

PD100.DF

PD500.DF

Areal size AREA

Geometric

properties

Perimeter PERI

Horizontality

HORMAX

HORMID

Compactness

Area-perimeter measures

P2A

IPQ

Reference shape measures

REOCK

REOCKCORR

6.3.1 Linguistic Factor - Cardinal Size

Additionally to the geographical factors, a linguistic factor is incorporated, namely the num-

ber of languages belonging to a family. The number of points is calculated from the dataset

before the Voronoi polygons were built, in order to not distort the data due to the Voronoi

error.

The number of languages per family range from 1 to 1’137. This factor is normally

distributed with a mean of 122 languages, but it is distorted by the four outliers that have
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values above 250 (see �gure 6.7). Most of the families contain between 20 and 100 languages,

with Pano-Tacanan, Afro-Asiatic and Basque being the only families consisting of less than

10 languages. As mentioned in section 5 this would indicate that transition rates cannot be

calculated for these families, other databases, however, contain more languages for Pano-

Tacanan and Afro-Asiatic. Basque is de�ned as an Isolate with several dialects in Glottolog,

the databases used for the calculation of the transition rates, however, de�ne the dialects of

Basque as languages making up the language family and this allows for the calculation of

transition rates.

Figure 6.7: Boxplot and histogram of SIZE.

6.3.2 Environmental Characteristics

To characterisee the environment of the language families, climatic conditions and topo-

graphical characteristics of the language family areas are examined. This section describes

how the di�erent measures are calculated. For the computation of the climate factors, the

paleoclimatic data model MRI-CGCM3 is used, which is generated by the Meteorological Re-

search Institute (MRI) (2016). This data is available online (http://www.worldclim.org/paleo-

climate1, accessed on 05.11.2016). The model estimates the temperature and precipitation

of the Mid-Holocene around 6’000 years BP. This is more suitable than today’s climatic

condition because the depth of the language family trees goes back to around 10’000 years

BP. The resolution of the raster data is 10 arc minutes, which corresponds to an equatorial

resolution of 18.6 km. This is su�cient for the purpose of this thesis, because precipitation

and especially temperature are not spatially fast changing processes.

For the calculation of the topographic characteristics ETOPO1 was used (Amante and

Eakins, 2009), available on https://www.ngdc.noaa.gov/mgg/global/global.html (accessed

on 02.10.2016). ETOPO1 is a global digital elevation model with a resolution of 1 arc minute,

i.e. 1.85 km at the equator. There are two versions; one depicts the surface of the ice sheets

of Antarctica and Greenland, the other depicts the bedrock beneath the ice. For this thesis

it does not matter which version is chosen because Antarctica and Greenland were deleted.
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6.3.2.1 Climatic Conditions

For both the precipitation and the temperature, the average value and the standard devia-

tion are calculated. These values stand for the average climatic condition and the climatic

variability in a language family area, respectively. As the calculation of the values is based

on raster data, the calculation is not entirely spherical. The grid data is converted to poly-

gons and clipped to the areas of the language families. The areas of all polygons of every

temperature or precipitation value, respectively, are added up in order to get the frequency

in numbers of km
2

from which the average and standard deviation values are calculated.

This is done because a simple count of pixels with similar values does not account for the

data not being spherical. That is, two di�erent values may have the same amount of pixels,

but not the same area because the pixels become smaller towards the poles. Hence, the

actual pixel area has to be calculated, which is done by converting the pixels into polygons.

Precipitation (PRECAV/SD)
For assessing the precipitation in a language family area, the annual precipitation [mm/m

2
]

is averaged for the area of every language family (PRECAV). The standard deviation of

the precipitation values within a language family area is used as measure for the climatic

variability within the respective area (PRECSD ).

The resulting PRECAV values follow a normal distribution with a mean of 1’502 and a

rather big standard deviation of 1’060. The values range from 42 mm/m
2

to 4’603 mm/m
2
.

Only two families have a value above 3’500, whereby the higher value is an outlier (see

�gure 6.8a). Figure 6.8b shows the distribution of the PRECSD values ranging from 56 to

1’733. The precipitation within most of the language families varies between 200 and 500

mm/m
2

and several have a PRECSD value around 900.

(a) PRECAV (b) PRECSD

Figure 6.8: Boxplots and histograms of the precipitation measures.

Temperature (TEMPMIN.AV/SD,TEMPMAX.AV/SD)
The two datasets used provide the mean maximum and mean minimum temperature for

every month, i.e. 12 rasters per dataset. For every pixel, the values of the month with
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the highest mean maximum and the lowest mean minimum temperature are chosen. Sub-

sequently, the average and the standard deviation of the mean maximum and the mean

minimum temperature are calculated. The average values (TEMPMIN.AV , TEMPMAX.AV )

represent a general temperature value and the standard deviation measures (TEMPMIN.SD ,

TEMPMAX.SD) are assessed as temperature variability measures within the language family

areas.

Figure 6.9a depicts the result of the TEMPMIN.AV calculation. The values range from -35

to 21
◦
C whereas TEMPMAX.AV values range from 21.5

◦
to 40.5

◦
C (see �gure 6.9b). Most of

the TEMPMIN.AV values lie between 10 and 20
◦
C with three outliers in with values lower than

-20
◦
C. Most of the families have a TEMPMAX.AV value between 28 and 33

◦
C. TEMPMAX.AV

follows a normal distribution. The standard deviation values for the mean minimum tem-

perature range from 0.76 to 13
◦
C, whereas most values lie between 1 and 6

◦
C (see �gure

6.9c) with two outliers with values avove 10
◦
C. Generally, the standard deviations are rather

big. The TEMPMAX.SD values lie between 0.77 and 7.9, whereas most values are slightly be-

low 2 and between 2.5 and 4.5
◦
C (see �gure 6.9d). Both standard deviation values follow a

normal distribution.

(a) TEMPMIN.AV (b) TEMPMAX.AV

(c) TEMPMIN.SD (d) TEMPMAX.SD

Figure 6.9: Boxplots and histograms of the temperature measures.

6.3.2.2 Topographical Characteristics

In this section, the average elevation, the standard deviation of the elevation values and the

Terrain Ruggedness Index (TRI) are calculated for each language family area, which serve

as indicators for the roughness within the area.
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Altitude Measures (ALTAV/SD)
The simplest measure is the average elevation of a language family (ALTAV). However,

this measure is not conclusive for language family areas containing di�erent types of topo-

graphical landscapes, e.g. mountains and plains or when lying on a high plateau. A better

measure is the standard deviation of the height values (ALTSD), applied by e.g. Ascione et al.

(2008) and Currie and Mace (2009). This is a primitive roughness measure, standing for the

variability of altitude within an area. This method does not incorporate spatial dependen-

cies, as it only looks at the frequency distribution of height values. The ALTAV and ALTSD

are calculated in the same way as the climatic measures described above. The resolution of

the grid was lowered to 5 arc minutes due to computational e�ciency, however, based on

the method applied, higher and lower resolutions result in similar values.

The ALTAV values range from 165 m to 2’100 m (see �gure 6.10a). Most language

families have an average altitude between 200 and 500 m above sea level. Only a few lan-

guages have values above 700 m and four outliers have values above 1’300 m. Figure 6.10b

shows the standard deviations of the altitude ranging from 79 m to 1’930 m, whereby the

maximum value is an outlier. Most of the families have values below 600 m, several families

have values between 100 and 300 m. These values follow a normal distribution.

(a) ALTAV (b) ALTSD

Figure 6.10: Boxplots and histograms of the altitude measures.

Figure 6.11: Nine cells of

a hypothetical digital eleva-

tion model. The TRI value of

the cell in the middle is 43.

Terrain Ruggedness Index (TRIAV/SD)
Riley, DeGloria, and Elliot (1999) have developed the Terrain

Ruggedness Index (TRI) which is based on a terrain model and

incorporates neighbouring cells to measure terrain roughness.

The TRI value is calculated for each cell by adding up the abso-

lute elevation di�erence between this cell and its eight neigh-

bour grid cells (Riley, DeGloria, and Elliot, 1999). In �gure 6.11

a hypothetical digital elevation model is shown. Adding up the

absolute di�erences (10 (top left), 5, 0, 11, 2, 5, 2, 8 (bottom

right)) results in a TRI value of 43 for the centre cell.
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As the TRI is calculated per cell, the average value (TRIAV)

and the standard deviation of the TRI values (TRISD) are calculated for the areas of the lan-

guage families. As mentioned before, the terrain model used has a resolution of 1 arc minute

which corresponds to 1.85 km at the equator, however, in order to distinguish mountains

from plains, this resolution is too high. Testing showed that a resolution of 5 arc minutes

(9.28 km at the equator) is an appropriate resolution for the detection of macro-topography

restricting mobility. Thus, the resolution of the terrain model is reduced to 5 arc minutes.

This method is implemented spherically, which is illustrated for the language family

area of Nuclear Trans New Guinea (see �gure 6.12). To get an impression of the topogra-

phy of this region, �gure 6.12a shows a detailed shaded relief of Papua New Guinea and

the nearby islands (resolution of 1 arc minute). In order to obtain spherical data, a spherical

point grid is created, i.e. a point set with spherically regularly distributed points across the

globe. This point grid has a (constant) resolution of 5 arc minutes. Figure 6.12b illustrates

the point grid in black which is laid over the terrain model. The points lying within the

language family area are highlighted in red. Subsequently, each point is assigned the ele-

vation value of the raster cell it lies in. Then, for each point, the TRI value is calculated

by incorporating the eight nearest points. The resulting TRI values for Nuclear Trans New

Guinea are depicted in �gure 6.12c . The dark red points in the mountain areas represent

high TRI values (up to 11’650 m), indicating a rough terrain. The light values in the plain are

mostly below 100 m, indicating a �at terrain. The distinction of plain and mountain range

is very clear which indicates that a resolution of 5 arc minutes is suitable for the detection

of mountain ranges that restrict mobility.

(a) Detailed shaded relief.

(b) Terrain model overlayed by spherical

point grid.

(c) TRI values of the grid points. High values

are depicted in dark red.

Figure 6.12: Illustration of the TRI calculation for the language family Nu-

clear Trans New Guinea (language family area marked in red). Data: Natu-
ral Earth, Glottolog, ETOPO1.
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For all families, the resulting TRIAV values range from 105m to 2’460 m (see �gure

6.13a). Most of the families have values between 200 and 500 m, but the values are scattered

quite widely, several families have values around 800 m and eleven families have higher

values. There are four outliers with high values. Figure 6.13b shows the distribution of the

TRISD values. The minimum value is 138 and the maximum 1’933 m. The values are broadly

scattered, a lot of them lie between 200 and 800 m.

(a) TRIAV (b) TRISD

Figure 6.13: Boxplots and histograms of the TRI measures.

6.3.2.3 Correlation Matrix

Except for TEMPMAX.AV there are strong correlations among the temperature measures and

also among the topographic measures (see table 6.3). There are also some correlations

between the average precipitation and temperature measures and negative dependencies

between temperature and topography.

Table 6.3: Correlation matrix of the environmental factors. The correlation

coe�cient (Spearman’s rho) between each pair is depicted.
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SIZE 0.15 0.47 0.11 0.25 0.10 0.13 0.12 0.06 0.00 0.04

PRECAV 0.56 0.84 -0.42 -0.12 -0.59 -0.31 -0.13 0.16 0.22

PRECSD 0.39 0.12 -0.02 0.06 0.11 0.30 0.36 0.39

TEMPMIN.AV -0.57 0.26 -0.66 -0.48 -0.28 -0.09 0.04

TEMPMIN.SD -0.41 0.83 0.56 0.71 0.43 0.42

TEMPMAX.AV -0.21 -0.34 -0.51 -0.63 -0.55

TEMPMAX.SD 0.59 0.65 0.35 0.36

ALTAV 0.71 0.64 0.53

ALTSD 0.77 0.84

TRIAV 0.92
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6.3.3 Neighbourhood Measures

In this section, di�erent neighbourhood measures are calculated. In order to circumvent

the drawbacks of a speci�c method, these measures are calculated in two ways, by using

a di�erent de�nition of neighbourhood, namely adjacency and point distance. For these

measures, the language points and areas from the families for which no transition rates

could be calculated are incorporated as well. The reason is that they are also neighbours

of the families for which the number of neighbours is calculated. The applied methods are

illustrated with the example of Pano-Tacanan, a family with seven languages spoken in

northwestern South America.

6.3.3.1 Adjacency Measures (ADJ)

For these measures, neighbourhood is de�ned by polygon adjacency. This is done on two

levels, namely on language family level and on language level. The adjacency measures are

highly dependent on the calculated Voronoi polygons. The normalization of the count of

neighbours by perimeter and area of the language or language family polygon was not done

because small families (usually having a lot of neighbours) get high values and rather big

families are underestimated. Thus, it was decided to only calculate the absolute number of

neighbours.

Figure 6.14: Languages of the family

Pano-Tacanan are coloured in red, while

languages belonging to other families are

depicted in grey.

Average of Languages (ADJLANG)
For each language in a language family, the

number of neighbouring languages in total

(ADJLANG.TOT) is calculated. Furthermore, it is

di�erentiated between neighbours of the same

family (ADJLANG.SF) and of di�erent families

(ADJLANG.DF). Then the average of the languages

is calculated to get the value for the respective

language family. The calculation of a ratio of

ADJLANG.DF and ADJLANG.SF is not possible because

for some languages, one of the values is zero. As

the Voronoi polygons do not represent 11 lan-

guages (see explanation in chapter 6.2), no value

is calculated for these missing languages. Eight of

the missing languages belong to Austronesian, a

language family with 1137 languages. Therefore,

this error does not have a strong impact on the

resulting average values for Austronesian. Figure

6.14 shows the language areas of Pano-Tacanan

in red and the language areas of other families in

grey. Based on adjacency, four of the members
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have six neighbours, two have �ve neighbours and one language has eleven neighbours (see

table 6.4). The languages of the family thus have 6.43 neighbours on average (ADJLANG.TOT).

ADJLANG.SF and ADJLANG.DF are calculated in the same way, resulting in 2.57 and 3.86 neigh-

bours, respectively.

Table 6.4: Calculation of the values of the ADJLANG for the language family

Pano-Tacanan. The seven member languages are depicted in the rows and

the number of adjacent neighbours in total (TOT), from the same family

(SF) and from a di�erent family (DF) in the columns. The average is the

value of the respective measure.

ADJLANG Language 1 Language 2 Language 3 Language 4 Language 5 Language 6 Language 7 Average

TOT 6 5 6 6 6 5 11 6.43

SF 2 2 4 2 4 2 2 2.57

DF 4 3 2 4 2 3 9 3.86

The resulting average values of ADJLANG.TOT lie between 2.9 and 6.5 (see �gure 6.15a).

The majority of language families have between 4.5 and 6 neighbours on average. Language

families have ADJLANG.SF values between 0.9 and 5.2 and ADJLANG.DF values between 0.2 and

3.86 (see �gures 6.15b and 6.15c). The ADJLANG.SF values follow a normal distribution with

a mean value of 3.08 and a standard deviation value of 1.06. The values of the average

neighbours of di�erent families are distributed in a bimodal manner with peaks at around

1 and 2.7.

(a) ADJLANG.TOT

(b) ADJLANG.SF (c) ADJLANG.DF

Figure 6.15: Boxplots and histograms of the ADJLANG measures.
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Figure 6.16: The language family area of

Pano-Tacanan is depicted in red. It is sur-

rounded by 10 language families.

Language Family (ADJFAM)
The second level of calculation is the family level

and thus the language family polygons are anal-

ysed. For every language family, the number of

adjacent language families is counted. The exam-

ple of Pano-Tacanan is illustrated in �gure 6.16.

Pano-Tacanan (red) is surrounded by ten di�erent

language families.

The resulting number of neighbouring fam-

ilies range from 1 to 60 (see �gure 6.17), show-

ing the two extremes. Most of the families have

between 10 and 15 neighbours and there are four

outliers with more than 40 neighbours.

Figure 6.17: Boxplot and histogram of ADJFAM.

6.3.3.2 Point Distance Measures (PD)

Adjacency is highly dependent on the Voronoi polygons. Therefore, an independent mea-

sure using point distance is also calculated. The measure is based on the coordinates of

the initial language points. Neighbourhood is de�ned as a speci�ed inter-point distance,

resulting in language density values in circles surrounding a speci�c language, similar to

the work by Köhli (2013). For every language, the languages lying within a certain distance

are counted and subsequently an average value per language family is built, similar to the

ADJLANG measures.
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Figure 6.18: The seven languages of

Pano-Tacanan and the circle of 100 km

around them are depiced in red. Lan-

guages belonging to di�erent families are

illustrated as black points. Data: Glottolog.

This is done for close neighbours lying within

100 km (PD100.TOT) and for more distant neigh-

bours lying within 500 km (PD500.TOT). These dis-

tances are de�ned after having tested di�erent val-

ues between 25 and 800 km, whereby most of them

correlate highly. Moreover, for every inter-point

distance it is distinguished between the neighbour-

ing languages belonging to the same or to a di�er-

ent language family, resulting in the following ad-

ditional measures: PD100.SF, PD100.DF, PD500.SF, and

PD500.DF. Similar to the ADJLANG measures, the cal-

culation of the ratio of neighbours of the same and

of di�erent language families is not possible, due

to the fact that for some languages, one of the two

values equals zero.

Figure 6.18 illustrates the example of Pano-

Tacanan for the neighbours within 100 km. Pano-

Tacanan languages are coloured in red and circles

with a radius of 100 km are displayed. Table 6.5

depicts the number of languages within this dis-

tance for the seven member languages, also di�er-

entiating between neighbours of the same and of

di�erent families. The languages have 1.71 neighbours on average (PD100.TOT). PD100.SF and

PD100.DF are calculated in the same way, resulting in 1.14 and 0.57 neighbours on average,

respectively.

Table 6.5: Calculation of the values of PD100 for the language family Pano-

Tacanan. The seven member languages are depicted in the rows and the

number of adjacent neighbours in total (TOT), from the same family (SF)

and from a di�erent family (DF) in the columns. The average is the value

of the respective measure.

PD100 Language 1 Language 2 Language 3 Language 4 Language 5 Language 6 Language 7 Average

TOT 1 3 1 1 2 2 2 1.71

SF 1 2 1 1 2 1 0 1.14

DF 0 1 0 0 0 1 2 0.57

Figure 6.19 shows the histograms and boxplots of the di�erent PD measures. The

minimum values for PD100.TOT and thus also for PD100.SF and PD100.DF are zero. Within

100 km, the languages of a family have at most 114 neighbours in total, 81 neighbours of

the same family and 62 neighbours of a di�erent family. Within 500 km, languages have

between 4 and 608 neighbours on average . They may not have neighbours from the same

family, but at least 1 neighbour from a di�erent family. The maximum number of neighbours
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belonging to the same family within 500 km is 194 and from a di�erent family this value

is 585. The PD100 measures show peaks relatively close to zero and some outliers above

30 (PD100.TOT) and above 20 (PD100.SF, PD100.DF) respectively. The distribution of the PD500

measures also show peaks relatively close to zero, but the number of neighbours of the

families is scattered more widely.

(a) PD100.TOT (b) PD500.TOT

(c) PD100.SF (d) PD500.SF

(e) PD100.DF (f) PD500.DF

Figure 6.19: Boxplots and histograms of the PD measures.

6.3.3.3 Correlation Matrix

There are strong correlations among di�erent neighbourhood measures. For instance, there

are strong relationships among the PD measures and between these and ADJLANG.SF (see

table 6.6). The dependencies are weaker among the adjacency measures. There are sev-

eral negative relationships between measures that di�erentiate neighbours of the same

and of di�erent language families, but except for the relationship between ADJLANG.SF and
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ADJLANG.DF, they are not strong. There are also dependencies between the cardinal size of

a family and several neighbourhood measures.

Table 6.6: Correlation matrix of the neighbourhood measures. The corre-

lation coe�cient (Spearman’s rho) between each pair is depicted.
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SIZE 0.41 0.24 0.58 -0.39 0.51 0.53 0.44 0.51 0.73 0.36

ADJFAM 0.12 -0.05 0.13 0.02 -0.03 0.17 0.08 0.08 0.05

ADJLANG.TOT 0.50 0.42 0.55 0.48 0.62 0.72 0.49 0.73

ADJLANG.SF -0.52 0.80 0.88 0.48 0.76 0.89 0.58

ADJLANG.DF -0.29 -0.43 0.10 -0.09 -0.44 0.11

PD.100 0.97 0.84 0.94 0.88 0.86

PD100.SF 0.71 0.88 0.91 0.76

PD100.DF 0.89 0.63 0.93

PD.500 0.85 0.95

PD.500.SF 0.70

6.3.4 Geometric Properties

In this section, eight geometric measures of the language family areas are calculated. These

encompass basic measures like the area and the perimeter of a polygon and more advanced

measures that analyse the shape of the language family area, namely the horizontality and

the compactness of a shape. Multipart polygons are treated the same way as single polygons.

6.3.4.1 Areal Size (AREA)

The areal size is the (spherical) area of the language family polygons. In case of multipart

polygons, the areas of the di�erent polygons are added up in order to get the complete areal

size of a language family.

The resulting shape areas range from 6’500 km
2

to approximately 10.8 million km
2

(see

�gure 6.20). Two thirds of the language families have an area below 2 million km
2
. The

distribution is skewed to the left and the area of only a few language families exceeds 3

million km
2
. There are three outliers with values higher than 8 million km

2
.
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Figure 6.20: Boxplot and histogram of AREA.

6.3.4.2 Perimeter (PERI)

The perimeter is calculated for each language family polygon. In the case of multipart

polygons the perimeter values of the single polygons are added up. However, the method

perimeter from the package geosphere (available at: https://github.com/cran/

geosphere) does not account for holes in a polygon. That is, only the outline of a poly-

gon is calculated. There are two potential problems using the perimeter as a measure. First,

the perimeter depends on the resolution of the polygons, which di�ers in latitudinal direc-

tion. To circumvent this problem at least partly, the option simplify polygons was used in

the polygonisation step, as described in section 6.2 . Second, the measure may not be mean-

ingful, for instance, in case of nearby islands that belong to the same language family. The

perimeter is calculated for each island polygon although this may not be the actual border

of the language family.

The resulting perimeter values range from 475 km to 94’500 km (see �gure 6.21). Most

of the language family areas have a perimeter between 5’000 and 20’000 km and there are

three outliers exceeding 45’000 km. This distribution is also skewed to the left, similar to

the distribution of the area values.

Figure 6.21: Boxplot and histogram of PERI.

6.3.4.3 Horizontality (HORMAX, HORMID)

Horizontality, the ratio of the east-west to the north-south expansion of a language family, is

a measure used by Hammarström (2010). He used the coordinates of the member languages
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(point data) to assess the horizontality of language families. In this thesis, instead of the

language points, the language family areas are used to calculate horizontality. This means

that the coordinates of the bounding boxes of the language family polygons are used. The

north-south expansion is de�ned as the distance between the most northern and the most

southern latitude along a similar longitude.

Figure 6.22: Illustration of the calcula-

tions of the east-west spread for a hypo-

thetical polygon. The maximum spread is

depicted in red, the mid spread in blue.

The east-west expansion is calculated in two

di�erent ways: One possibility is the maximum

span, i.e. the distance of the maximum longitudi-

nal span. This is the distance between the longi-

tudes at the latitude closest to the equator or at the

equator itself, in case a language family is spread

on both hemispheres. This method is called max-

imum horizontality (HORMAX). Figure 6.22 illus-

trates this on a hypothetical polygon: the bound-

ing box is visualized in black and the maximum

longitudinal span is depicted in red. The second

method, which is used by Hammarström (2010),

calculates the distance between the most eastern

and western longitude at the latitude lying in the

middle of the most northern and most southern lat-

itude. This method is referred to as HORMID. The

blue line in �gure 6.22 depicts the span used for this calculation. The bigger the north-

south expansion of a family, the bigger the di�erence between the two measures, unless the

family is equally spread on both hemispheres.

The HORMAX values range from 0.5 to 3.9 (see �gure 6.23a). The values for most

families lie between 0.8 and 1.5, i.e. their east-west and their north-south expansion are

about the same. The distribution shows another peak at approximately 2, indicating that

several families are of horizontal shape. Figure 6.23b shows the distribution of the resulting

HORMID values ranging from 0.496 to 3.866. This distribution shows two peaks, the �rst is

at approximately 1, the second at around 1.3, indicating a slightly horizontal shape. HORMID

has �ve outliers. For both horizontality measures, only a few families show values higher

than 2.
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(a) HORMAX (b) HORMID

Figure 6.23: Boxplots and histograms of the horizontality measures.

6.3.4.4 Compactness Measures

Several indices are calculated to measure the geometric compactness of the language fam-

ilies. For vector data, a circle is the most compact shape (Montero and Bribiesca, 2009; Li

et al., 2014). Therefore, the following measures are also called circularity measures. There

are di�erent measures to assess the compactness of shapes. One category consists of area-

perimeter measures, which are rather simple measures based on the perimeter and the area

of a polygon. Another category consists of reference shape measures comparing a polygon

shape to the most compact shape encompassing the polygon.

Area-Perimeter Measures
In this subsection the classical ratio of the squared perimeter and area (referred to as P2A)

and the Isoperimetric Quotient (IPQ) are calculated. There are other area-perimeter mea-

sures, but most of them are closely related. For instance, sometimes the reciprocal of the

IPQ is used, which is referred to as normalized P2A. The square root of the normalized P2A

is also used frequently and is called corrected P2A (CPA).

P2A The P2A measure is also called shape factor or roundness measure and it is the

most widely used compactness measure (Montero and Bribiesca, 2009). It compares the

squared perimeter of a shape to the area of this same polygon (Montero and Bribiesca, 2009):

P2A = perimeter2/area. A circle has a P2A value of 12.6. The less compact the shape,

the higher the value.

IPQ The IPQ represents the ratio of the polygon area to the area of a circle with the

same perimeter. Cox (1927) used this measure to assess the roundness of sand grains, but

nowadays this measure is widely applied in di�erent contexts. Compactness is assessed “by

the degree to which the ratio of the area to the circumference approaches the same ratio

for a circle” (Cox, 1927, p. 180). In case of a circle, area/perimeter2
equals 1/(4 · pi).

Multiplying this equation with 4 · pi results in (4 · pi · area)/perimeter2 = 1 and the

measure to calculate is thus: IPQ = (4 ·pi ·area)/perimeter2
. The resulting values range

from 0 to 1, whereas 1 stands for perfect roundness.
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The resulting P2A values range from 34 to 2’270 and most values are found between

40 and 250 (see �gure 6.24a). Four outliers show values higher than 500, indicating extreme

non-compactness. Figure 6.24b shows the IPQ values ranging from 0.006 to 0.367. IPQ

values higher than 0.2 are rare and most of the families have values between 0.04 and 0.1

indicating non-compact shapes. There are four outliers indicating compactness. Due to the

way the measures are calculated, the values show a negative exponential relationship. Thus,

regarding the ranking of families, they show the same order, with Austronesian being the

least compact and Pano-Tacanan being the most compact shape.

(a) P2A (b) IPQ

Figure 6.24: Boxplots and histograms of the area-perimeter measures.

Reference Shape Measures
The measures in this class compare the polygon under investigation to its respective min-

imum standard reference shape, a circle in the case of roundness, that encompasses the

polygon (Li et al., 2014). In this thesis, the Reock measure is calculated and it is additionally

corrected for the landmass.

Reock Measure (REOCK) The Reock value of a polygon is calculated by dividing the

actual shape area by the area of the smallest circle encompassing the shape, i.e. the circum-

circle (Reock, 1961): REOCK = areapolygon/areacircumcirle. The resulting values range

from zero to one, whereas one indicates a circular shape. In �gure 6.25 the language family

polygon of Benue-Congo is shown in orange and its circumcircle in blue. The shape area

(9’400’500 km
2
) divided by the area of the circumcircle (26’005’700 km

2
) results in a Reock

value of 0.361.

Corrected Reock Measure (REOCKCORR) The Reock measure does not account for un-

derlying geographical characteristics like landmass or ocean. Some circumscribing circles

thus encompass a relatively large part covered by water. This is corrected by replacing the

denominator by the area of the landmass lying within the smallest circumscribing circle:

REOCKCORR = areapolygon/areacircumcirle.landmass. Benue-Congo has a REOCKCORR value

of 0.589 due to the reduced area of the circumcircle (26’006’000 km
2

(blue and orange area in

�gure 6.25) reduced to 15’958’000 km
2
), indicating a more circular shape than when using

the REOCK (0.361).
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Figure 6.25: Illustration of the calculation of the Reock meausures for the

language family Benue-Congo. The language family area is depicted in or-

ange and the blue circle illustrates the circumcircle. Combining the blue and

orange area results in the area within the circumcirle lying on the landmass

which is used for the calculation of REOCKCORR. Data: Natural Earth..

The values of the Reock measure range from 0.009 to 0.542 (see �gure 6.26a). The

REOCKCORR values show a di�erent picture with values ranging from 0.035 to 0.906 (see

�gure 6.26b). Due to the subtraction of the water area lying in the circumcircle, the values

show more compact results in general. Both distributions result in normally distributed data

with mean values of 0.20 and 0.28 and standard deviations of 0.12 and 0.16 respectively.

(a) REOCK (b) REOCKCORR

Figure 6.26: Boxplots and histograms of the reference shape measures.
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6.3.4.5 Correlation Matrix

The di�erent geometric factors of the language family areas are not independent of each

other. Table 6.7 shows the correlations among the di�erent factors. The strongest correla-

tions exist between the two horizontality measures and the two Reock measures. This is not

surprising because the basis of their calculation is the same. Further, the areal size and the

perimeter correlate quite strongly and the IPQ depends on the area and the perimeter (out

of which it is calculated). It is rather surprising that there is no strong correlation between

the cardinal size and geometric properties.

Table 6.7: Correlation matrix of the geometric measures. The correlation

coe�cient (Spearman’s rho) between each pair is depicted.

Geometric Properties A
R

E
A

P
E

R
I

H
O

R
M

A
X

H
O

R
M

I
D

I
P

Q

R
E

O
C

K

R
E

O
C

K
C

O
R

R

SIZE 0.33 0.42 0.12 0.13 -0.48 -0.09 -0.05

AREA 0.95 0.15 -0.05 -0.52 -0.06 -0.15

PERI 0.21 0.03 -0.74 -0.21 -0.28

HORMAX 0.94 -0.24 -0.50 -0.42

HORMID -0.19 -0.50 -0.41

IPQ 0.51 0.51

REOCK 0.82

This chapter discussed the calculation of the 28 geographical factors for each language

family area. These encompass the cardinal size, environmental characteristics, neighbour-

hood measures and geometric properties. The following section links these factors to the

transition rates by means of a correlation analysis.
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Chapter 7

Results

This chapter presents the results of the correlation analyses between language change and

geographical factors. Two kinds of analyses are performed, namely an analysis on an aggre-

gated level and on a feature level. The former investigates phonological and grammatical

change on the level of language families. This means that an average transition rate for

phonological and grammatical features is calculated for each family. These rates are then

compared to the geographical factors. It would also be possible to investigate the standard

deviation of the rates. This is not done because it would mean that a di�erent concept in

language evolution theory is examined, namely by which geographical setting variability in

evolution is promoted. The correlation analysis on the feature level compares the transition

rates of each linguistic feature with each geographical factor.

On both levels, a linear correlation analysis is performed. As several geographical fac-

tors do not follow a normal distribution, the rank correlation by Spearman is performed.

This is done for all factors including the ones that follow a normal distribution in order to be

able to compare the results. As several hypotheses are tested, the statistical signi�cance re-

sulting from the rank correlation is not informative because various factors interact (see e.g.

Bonferroni correction). Therefore, in this analysis, signi�cance values are not considered,

but the correlations between geographical factors and language change are qualitatively

assessed. This is appropriate regarding that the next step (which is not performed in this

thesis) would be the statistical modelling of language contact. For both levels, relationships

with an absolute correlation coe�cient of at least 0.2 are shown. In the context of contact-

induced language change this is a suitable value because there are a lot of social, economic

and political factors in�uencing language contact.

As mentioned in section 5.2, language families are of di�erent cardinal size, which

makes them hard to compare. Therefore, the analyses are not only performed for datasets

including all families but also for datasets without the four biggest families. The latter are

from now on referred to as WB families. The four outliers regarding cardinal size (see

�gure 6.7) are de�ned as big families: Austronesian (1137 languages), Benue-Congo (945

languages), Sino-Tibetan (448 languages) and Indo-European (405 languages). The exclusion

of these families yields results that are less a�ected by large cultural and historical processes.
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7.1 Correlations on Aggregated Level

This section presents the results of the correlation analysis between the average transition

rates of grammatical and phonological features and geographical factors. As mentioned

before, the distinction between phonology and grammar is made because it is assumed that

the resulting correlations may di�er.

To see whether the average values of the transition rates of the phonological and gram-

matical features represent the data of a family well, they are tested for normal distribution

using the Kolmogorov-Smirnov test. In order to guarantee a certain representativeness of

language change, families with less than �ve features are not incorporated into the analysis.

Additionally, �ve observations are the prerequisite for performing the Kolmogorov-Smirnov

test. Including families with less data would thus allow them to in�uence the results of the

analysis with the dataset that also includes non-normally distributed data. Data including

non-normally distributed transition rates is tested as well because of the small number of

language families with normally distributed transition rates for grammatical features. This

small number may in�uence the results of Spearman’s rank correlation.

The correlation analysis is performed on eight di�erent datasets: the main division

of the data is the separation of phonology and grammar, the second division is based on

the normal distribution of the transition rates within a family (all data vs only normally

distributed data) and within this division, it is di�erentiated between WB families and all

families. The results of the correlation analysis are presented in table 7.1. In the following,

this table is discussed by �rst outlining the number of families incorporated into the anal-

ysis and the number of correlations. Second, the geographical factors which correlate are

described. Third, the correlations between these factors and phonological and grammatical

change are elaborated on and fourth, the di�erent datasets are compared.

7.1.1 Datasets and Number of Correlations

There is a remarkable di�erence in the data for the phonological and grammatical features.

Phonological features have been collected more widely, which is re�ected in the large num-

ber of families containing at least �ve features. In total, 36 (out of 45) families contain rates

of at least �ve features. Four of them are the biggest families resulting in 32 WB families

with enough data. Of the 36 families, 25 have normally distributed rates, of which 23 are WB

families (thus, only two of the four biggest families have normally distributed data). Most

of the grammatical features have only been collected for large language families, while a

lot of the smaller families only have values for a few features. In total, 20 families have

values for at least �ve grammatical features. These 20 families include the four biggest fam-

ilies and 16 WB families. Of the 20 families, 14 have normally distributed data. 13 of these

normally distributed families are WB families, i.e. only one of the four biggest families has

normally distributed transition rates. Based on these numbers, the results of the correlation

analysis of the phonological features can be trusted more than the results of the analysis of
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Table 7.1: Results of the correlation analysis between the average values

of the phonological and grammatical transition rates per family and the

geographical factors. Correlations with an absolute rho of at least 0.2 are

shown. Values above 0.3 are marked in bold.

Phonology Grammar

only normally distributed yes no yes no

families all WB all WB all WB all WB

n 25 23 36 32 14 13 20 16

Lingusitic factor SIZE 0.24 0.26 0.24

Environmental

characteristics

PRECAV 0.48 0.48 0.28 0.27

PRECSD 0.44 0.40 0.33 0.39

TEMPMIN.AV 0.51 0.49 0.30 0.28

TEMPMIN.SD 0.22 0.24 0.27

TEMPMAX.SD -0.30 -0.23

ALTAV -0.33 -0.32 0.36 0.39 0.24 0.41

ALTSD -0.31 -0.25 -0.23 -0.20 0.28 0.31 0.32

TRIAV -0.23 -0.22 -0.24 -0.23

TRISD -0.22

Neighbourhood

measures

ADJLANG.TOT 0.25 0.29 0.29

ADJLANG.SF -0.38 -0.40 -0.39 -0.42

ADJLANG.DF 0.44 0.43 0.48 0.48

ADJFAM 0.54 0.56 0.49 0.60

PD100.TOT -0.23 -0.28

PD100.SF -0.21 -0.22 -0.28 -0.31

PD500.TOT -0.22 -0.27

PD500.SF -0.25 -0.25 -0.30 -0.34

Geometric

properties

AREA 0.23

PERI 0.26

HORMAX -0.22

IPQ -0.28 -0.40 -0.26 -0.35

REOCK -0.21

REOCKCORR -0.32 -0.38 -0.28 -0.33
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the grammatical features due to the small number of families with at least �ve grammatical

features.

Across the eight datasets, there are 77 out of 224 (28 factors*8 datasets) possible corre-

lations in total, of which 37 have an absolute rho of at least 0.3 (marked in bold in table 7.1).

The correlations go up to 0.60, which is a high value considering that the datasets consist

of average values. The average phonological transition rates show more correlations with

the geographical factors than the average grammatical transition rates. Both phonological

datasets with normally distributed data have 13 correlations. The datasets also incorpo-

rating non-normally distributed data show 12 (all families) and 14 (WB families) correla-

tions. The grammatical datasets with normally distributed data result in seven correlations

whereas the other datasets have three (all families) and eight (WB families) correlations.

Not only the number of correlations, but also the strength of the correlations di�ers

across the datasets. The phonological datasets generally show stronger correlations for the

normally distributed data, which supports the respective correlations, because correlations

with normally distributed data can be trusted more because they represent the data of a

family better than the datasets that include non-normally distributed data as well. The

grammatical datasets, however, show a mixed picture. Moreover, there is a general di�er-

ence in the resulting correlations if all families are included or only the WB families. The

picture is the same within both the normally distributed datasets and the datasets also in-

corporating families with non-normally distributed transition rates. For the phonological

datasets, the environmental factors show weaker correlations for the WB families. For the

neighbourhood and geometric factors, the WB datasets show stronger correlations apart

from one correlation (ADJLANG.DF). For the grammatical datasets, the correlations of the

WB families are always stronger with the exception of the normally distributed dataset,

in which all families correlate more strongly with PRECSD. As the normally distributed

datasets di�er only in one family, the results are similar.

7.1.2 Geographical Factors and Correlations

Four geographical factors (TEMPMAX.AV, PD100.DF, PD500.DF, and HORMID) do not correlate at

all. TRISD, HORMAX, REOCK, AREA, and PERI correlate with one dataset only. PD100.TOT and

PD500.TOT each correlate with two datasets. The majority of geographical factors correlate

with three or four datasets. ALTAV correlates with six and ALTSD with seven datasets. The

focus of the following elaboration lies on the factors that correlate at least two or three times.

Moreover, the correlations between the geographical factors and the transition rate datasets

are stable within the subdivision of phonology and grammar. That is, if a geographical

factor correlates with more than one dataset, while the strength of the relationships may

di�er, their orientation, positive or negative, remains the same. How the single geographical

factors correlate with phonological and grammatical change is addressed in the next section.
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7.1.3 Phonological and Grammatical Change

Phonological change shows several correlations with geographical factors. Regarding envi-

ronmental factors, phonological change shows positive correlations with the average mea-

sures of the climatic factors PRECAV and TEMPMIN.AV. Both factors show relatively high

correlations and correlate with all datasets. The factor TEMPMAX.SD correlates negatively

with the normally distributed datasets. Further, all topographical measures show nega-

tive correlations: ALTSD and TRIAV correlate with all four datasets, but the correlations

are rather weak. ALTAV shows strong correlations with the normally distributed datasets,

while TRISD shows only one weak correlation. In respect of the neighbourhood measures,

phonological change correlates positively with the increasing number of neighbours from

di�erent families (ASJLANG.DF) and negatively with the increasing number of neighbours of

the same family (ADJLANG.SF, PD100.SF, PD500.SF). Both adjacency measures correlate highly

for all four datasets. PDSF measures show weaker correlations, but still for all datasets. Fur-

ther, PD100.TOT and PD500.TOT show rather weak negative correlations with the datasets that

incorporate also non-normally distributed average rates. Regarding geometric properties,

there are weak correlations with AREA and PERI for one dataset and rather strong nega-

tive correlations for the compactness measures. IPQ and REOCKCORR show relatively high

correlations for all datasets, while REOCK only correlates weakly with the dataset incorpo-

rating normally distributed WB families.

As mentioned before, grammatical change shows fewer correlations with geographi-

cal factors than phonological change: cardinal size correlates with three datasets. There is

no correlation for the dataset for all families incorporating non-normally distributed data.

There are correlations between grammatical change and environmental factors. The corre-

lation with PRECSD is positive and quite strong for all four datasets. The only temperature

factor correlating is TEMPMIN.SD: the correlation is rather weak but exists for three datasets.

The topographical measure ALTAV shows quite strong correlations for all datasets. ALTSD

shows positive correlations for three datasets. Grammatical change further correlates pos-

itively with the neighbourhood measures ADJFAM and ADJLANG.TOT. For the former, the

correlation is strong and observable for all four datasets and for the latter it is rather weak

and observable for three datasets. Regarding geometric properties of language family areas,

only HORMAX correlates negatively with the WB families of the dataset that also incorpo-

rates non-normally distributed data.

In this section, the results of the correlation analysis on the aggregated level were

described. In the following, the results of the correlation analysis on the feature level are

outlined.
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7.2 Correlations on Feature Level

Table 7.2: Classi�cation of the fac-

tors into factor classes. This table

also serves as a legend for �gures

7.1 and 7.2.

Factor Class Factors

SIZE SIZE

PRECAV PRECAV

PRECSD PRECSD

TEMPMAX.AV TEMPMAX.AV

TEMPMAX.SD TEMPMAX.SD

TEMPMIN.AV TEMPMIN.AV

TEMPMIN.SD TEMPMIN.SD

TOPO

ALTAV

ALTSD

TRIAV

TRISD

ADJLANG.TOT ADJLANG.TOT

ADJLANG.SF ADJLANG.SF

ADJLANG.DF ADJLANG.DF

ADJLANG.FAM ADJFAM

PDTOT
PD100.TOT

PD500.TOT

PDSF
PD100.SF

PD500.SF

PDDF
PD100.DF

PD500.DF

AREA/PERI
AREA

PERI

HOR
HORMAX

HORMID

COMPACTNESS

IPQ

REOCK

REOCKCORR

This section presents the results of the feature level cor-

relation analysis, during which each linguistic feature is

compared to each geographical factor. The correlation

analysis is performed for features with rate estimates for

at least 15 language families. Although this minimum

value is still low for the conduction of a correlation anal-

ysis, it guarantees a certain stability of the results. The

analysis is performed for two di�erent datasets, namely

one taking into account all families and the other incor-

porating only the WB families.

To facilitate the legibility of the results, geographical

factors belonging to the same of the three classes (envi-

ronmental characteristics, neighbourhood measures, and

geometric properties) are combined into factor classes

provided that they show high correlations between each

other (for correlation matrices of geographical factors see

tables 6.3, 6.6, and 6.7). Within these factor classes,

the highest correlation is selected. For instance, if a fea-

ture shows a correlation of -0.3 with IPQ and of -0.2 with

REOCK, the resulting class COMPACTNESS has a corre-

lation value of -0.3. The classi�cation is shown in table

7.2. This table also serves as a legend for the word clouds

depicting the results of the correlation analysis (see �g-

ures 7.1 and 7.2). The former �gure depicts the result of

the analysis incorporating the dataset including all fami-

lies, while the latter depicts the results of the analysis in-

corporating only the WB families. For both datasets, the

results are structured by phonological and grammatical

features and by positive and negative correlations. This

results in four word clouds per dataset. The words depict

the name of the respective feature or its abbreviation, re-

spectively (for full names see table A.1). The colour of

the words represents the factor class it correlates with

and the size of the words re�ects the relative strength of

the relationship between the respective feature and the

factor class within the world cloud. This means that the

sizes of the words cannot be compared across the four

�gures, but only within the respective �gure.
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(a) Phonological features that correlate positively.

(b) Phonological features that correlate negatively.

(c) Grammatical features that correlate positively.

(d) Grammatical features that correlate negatively.

Figure 7.1: Correlations of linguistic features with geographical factors.

All language families are incorporated. Correlations with an absolute rho
above 0.2 are shown. The colour represents the factor class (table 7.2) and

the size re�ects the relative strength of the correlation. Made with wordle
(http://www.wordle.net/).
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(a) Phonological features that correlate positively.

(b) Phonological features that correlate negatively.

(c) Grammatical features that correlate positively.

(d) Grammatical features that correlate negatively.

Figure 7.2: Correlations of linguistic features with geographical factors.

WB families are incorporated. Correlations with an absolute rho above

0.2 are shown. The colour represents the factor class (table 7.2) and the

size re�ects the relative strength of the correlation. Made with wordle
(http://www.wordle.net/).
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7.2.1 General Description

There is a big di�erence in the number of phonological and grammatical features because

most of the grammatical features are only collected for a few large families. Hence, there

are only a few grammatical features with rates for at least 15 language families. The dataset

incorporating all families contains six grammatical features, one of which has 19 rates and

the other �ve have 15 or 16 rates. The same dataset contains 16 phonological features, of

which 15 have more than 20 rates. The omission of the large families leads to the exclusion

of �ve grammatical features and of one phonological feature.

Regarding the phonological features, there are 128 out of 288 (16 features*18 factor

classes) possible correlations for the dataset including all families (see �gures 7.1a and

7.1b). Incorporating only the WB families results in 142 out of 270 (15 features*18 factor

classes) possible correlations (see �gures 7.2a and 7.2b). Regarding the grammatical fea-

tures, incorporating all families results in 59 of 108 (6 features * 18 factor classes) possible

correlations (see �gures 7.1c and 7.1d). If only the WB families are incorporated, 12 cor-

relations can be observed for the one remaining grammatical feature (see �gures 7.2c and

7.2d).

For both datasets, every feature that is incorporated shows at least three correlations

and all factor classes correlate as well. Some factor classes, however, correlate with more

features than others. For instance, PRECSD, TOPO, and COMPACTNESS show several corre-

lations for both phonological and grammatical features. A more detailed analysis of which

factors or factor classes respectively in�uence phonological and grammatical features is

provided in the following section.

7.2.2 Phonological and Grammatical Change

For the phonological features, the resulting trends of the correlation analysis regarding neg-

ative and positive correlations are the same for both datasets. Except for the correlations

with TEMPMAX.SD and HOR, omitting the four largest families results in correlations that

enhance the pattern indicated by the correlations in the data incorporating all families. In

both datasets, some features show more correlations in total, but they are not considerably

stronger than the correlations of other features. All factor classes correlate for both datasets,

however, only for a few factor classes a pattern is discernible regarding positive or negative

relationships between the change of phonological features and geography. Regarding the

cardinal size no correlation pattern is discernible. TEMPMAX.AV and TEMPMAX.SD are the

only climatic measures that show clear patterns; the former shows a positive and the latter

shows a negative relationship. TEMPMIN.AV further indicates a slightly positive relation-

ship. Regarding TOPO, the pattern shows a trend towards a negative relationship, although

there are some positive correlations as well. Regarding the neighbourhood measures, there

are several positive and negative correlations. For ADJFAM no clear pattern is discernible.

ADJTOT shows no clear picture regarding its correlations, while ADJSF correlates mainly
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negatively and ADJDF shows strong positive correlations. All PD classes show a pattern

indicating negative relationships. Further, AREA/PERI shows no pattern for the dataset

incorporating all families, but it correlates positively for the WB families. For HOR, the

pattern indicates a slightly positive relationship. COMPACTNESS shows relatively strong

negative correlations.

The correlations between the factor classes and grammatical features of the WB family

dataset are not investigated further as only one feature was incorporated into the correlation

analysis. Hence, only the results of the analysis with all families are investigated in more

detail. The di�erent grammatical features show roughly the same number of correlations.

Due to the small number of grammatical features, clear patterns are not discernible. For the

environmental factors, there is a tendency towards a positive relationship with the TOPO

class. There are weak positive relationships with ADJLANG.DF and PDDF. Some tendencies

towards a negative relationship exist with AREA/PERI and horizontality.

This chapter described the results of the correlation analyses on both the aggregated

and the feature level. The next chapter addresses the interpretation of these outcomes.
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Chapter 8

Interpretation

This chapter interprets the results of the correlation analyses, i.e. the meaning of the corre-

lations between phonological and grammatical change and the geographical factors. Sub-

sequently, the appropriateness of the computed geographical factors is re�ected on.

For the interpretation of the results of the feature level correlation analysis experts of

linguistics were consulted. The discussion revealed that the patterns resulting on this level

are hard to describe as no signal is detectable. The noise on this level may be due to uncer-

tainties that added up: �rst, the phylogenetic tree used is the best for the respective family,

how accurate this tree actually is, however, cannot be determined, because true phylogenies

are not available (Nichols and Warnow, 2008). Second, by the estimation of the transition

rates further uncertainties are introduced. Hence, an in-depth analysis of how single fea-

tures correlate with geographical factors is not provided. The results of this level are only

consulted to con�rm trends regarding correlations of phonological and grammatical change

that have been found on the aggregated level.

The correlations that are observable on both analysis levels are consistent in a way

that they follow the same pattern, i.e. they are either positive or negative. This indicates

that the geographical factors show a consistent pattern.

8.1 Linguistic Interpretation

This section interprets the correlations between geographical factors and language change

presented in chapter 7 by linking them to the expectations outlined in section 4.3. As de-

scribed in chapter 7, the four datasets produce di�erent results, whereby the correlations

with the normally-distributed datasets can be trusted more than the correlations with the

datasets also incorporating non-normally distributed data. In general, however, if a corre-

lation between phonological or grammatical change and a geographical factor is high, it

exists for at least three datasets. This con�rms the existence of the relationship. For the

interpretation, the focus lies on these correlations. Interpreting the correlations, it has to

be kept in mind that the correlations for grammatical change are more uncertain because

they are based on less data.
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8.1.1 Cardinal Size

Cardinal size only correlates with grammatical change. The correlation on the aggregated

level suggests a positive relationship. This corresponds to the expectation that the more lan-

guages a family comprises, the higher is the rate of change. As this factor is not geographical

per se and does not operationalise the conceptual factors important for contact-induced lan-

guage change, it will not be discussed further. In a further statistical modelling, however, it

might reveal informative results when combined with other factors.

8.1.2 Environmental Characteristics

The environmental characteristics operationalising the probability of contact show di�erent

pictures regarding their in�uence on language change. Climatic average measures only cor-

relate with phonology: both analysis levels suggest a positive relationship between phono-

logical change and the climate average measures PRECAV and TEMPMIN.AV. This indicates

that the more precipitation and the higher the average minimum mean temperature in a lan-

guage family area, the more probable is contact-induced language change. This contradicts

Nettle’s (1998) ecological risk theory stating that these circumstances promote self-supply,

which leads to less contact. The causal relationship between temperature and latitude in-

�uencing this correlation is addressed in section 8.2.1.

Climate variability shows two positive relationships with grammar, namely for PRECSD

and TEMPMIN.SD. This indicates that the higher climate variability within a language family

area is, the more contact-induced language change occurs. This is in accordance with the

expectation that due to altered climatic conditions during the migration of a group, con-

tact with other groups is necessary and the chance of being in contact with other groups

increases (Güldemann, 2010; Diamond, 1997). There is a negative relationship between

phonological change and TEMPMAX.SD, contradicting the �ndings for grammatical change.

Critical elaborations on the TEMPMAX measures are discussed in section 8.2.2.2.

Regarding topographical complexity, the relationships with phonological and gram-

matical change contradict: the correlation with phonology is negative, while the correla-

tion with grammar is positive. The relationships are strong for both structural domains.

The pattern of the feature level analysis supports these correlations. Regarding phonology,

this relationship is observable for all four topographical measures. In comparison, regard-

ing grammatical change, the positive relationship is suggested only by correlations with

ALTAV and ALTSD, which are conceptually more critical measures (see further explanation

in section 8.2.2.2). These results suggest that isolation, which is favoured by a rough ter-

rain, leads to a slow change in phonology but to a fast change in grammar. The change

of phonology corresponds to the expectations of the topography theory (Stepp, Castaneda,

and Cervone, 2005), while fast grammatical change does not support the theory.
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8.1.3 Neighbourhood Measures

The neighbourhood measures mapping the potential of language contact show distinct pat-

terns: for phonological change, all adjacency measures show a consistent pattern for both

levels: change is not dependent on ADJFAM and ADJLANG.TOT, but there is a high negative

correlation with ADJLANG.SF and a high positive correlation with ADJLANG.DF. This means

that the more genetically unrelated neighbours there are, the faster language change oc-

curs. If a lot of neighbours belong to the same family, however, phonological language

change is slow. This corresponds to the expectation that structural similarity between lan-

guages, which is generally high for related languages, may minimise contact-induced lan-

guage change. Regarding grammatical change, the results of the aggregated level indicate a

strong positive correlation between change and both ADJLANG.FAM and ADJLANG.TOT. This is

a di�erent pattern than for phonology. Nevertheless, it also corresponds to the expectations

that in general, the potential of contact-induced language change is higher if the number

of neighbours is high. For a rapid change of phonological features it seems to be important

that adjacent languages belong to a di�erent language family, while for grammatical change

it is only important that there are a lot of neighbours.

Regarding the PD measures, there is a negative correlation between phonological change

and the PDSF measures, indicating that the higher the density of languages from the same

family, the less language change occurs. Further, the results of both levels indicate a negative

relationship with the PDTOT measures. The relationship with PDSF con�rms the �ndings of

the ADJLANG.SF measure. The correlation with PDTOT, however, contradicts the expectation

that the more neighbours, the higher the probability of language contact. This, however,

may be due to the concept these measures are based on, which is discussed in section 8.2.2.3.

8.1.4 Geometric Properties

Several geometric properties (re�ecting the probability of language change being e�ective)

correlate with language change. For phonology, both analysis levels show a slight tendency

towards a positive relationship with AREA and PERI. This indicates that the bigger the areal

size and thus also the perimeter of a language family (rho = 0.94 between AREA and PERI),

the more probable is language contact. This was expected (Currie and Mace, 2009), but the

relationship is only indicated and thus quite uncertain.

Horizontality does not have an in�uence on phonological change. There is only a slight

indication of a negative relationship with grammatical change, which is very uncertain.

Shape compactness, however, shows a clear pattern on both levels for phonological change:

The relationship is negative, indicating that the more compact the area, the less change

occurs. This was expected as shape compactness of a language family is associated with

stable social structures, which in turn suggests that in case language contact occurs, it is

less e�ective (Diamond, 1997; Trudgill, 2010).
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8.2 Re�ection on the Geographical Factors

This section addresses the informative value of the geographical factors. In advance, how-

ever, the correlation of geographical factors with latitude is addressed.

8.2.1 Latitude as a Determinant

Table 8.1: Correlation of the geo-

graphical factors with latitude.

Geographical factor rho

SIZE -0.18

PRECAV -0.76

PRECSD -0.35

TEMPMIN.AV -0.89

TEMPMIN.SD 0.57

TEMPMAX.AV -0.26

TEMPMAX.SD 0.65

ALTAV 0.26

ALTSD 0.28

TRIAV 0.10

TRISD 0.02

ADJLANG.TOT -0.57

ADJLANG.SF -0.28

ADJLANG.DF -0.28

ADJFAM -0.17

PD100.TOT -0.55

PD100.SF -0.49

PD100.DF -0.63

PD500.TOT -0.6

PD500.SF -0.4

PD500.DF -0.66

AREA 0.50

PERI 0.40

HORMAX 0.25

HORMID 0.04

IPQ 0.00

REOCK 0.11

REOCKCORR 0.14

Given the latitudinal gradient in language and lan-

guage family diversity, several of the geographical

factors correlate with latitude. For this examination,

the latitude of a family is de�ned as the latitude of the

midpoint of the maximum and minimum latitude of

a language family polygon. Spearman’s rank corre-

lation (see table 8.1) reveals that several geograph-

ical factors show correlations with latitude with an

absolute rho higher than 0.5: there are positive corre-

lations for temperature variability measures, namely

TEMPMAX.SD and TEMPMIN.SD. Further, language fam-

ily areas are smaller in equatorial regions and several

neighbourhood measures (in particular PD measures)

correlate negatively with latitude con�rming the high

language density at lower latitudes. All those relation-

ships, however, are not causal. For instance, the corre-

lations of the temperature variability measures can be

explained by smaller language family areas, the size of

which is dependent on language and language family

diversity, which is high in the equatorial region.

The strong negative relationship between

TEMPMIN.AV and latitude (rho = -0.89), however, is

causal. There is no strong correlation between

TEMPMAX.AV and latitude. This can be explained by

high summer temperatures of continental climates in

higher latitudes. PRECAV also correlates strongly, but

the in�uence of wind systems etc. is too high to as-

sume a causal relationship. Therefore, in the follow-

ing, the relationship between TEMPMIN.AV and lan-

guage change is investigated by taking into consid-

eration latitude as a determinant. For this, only the

aggregated level is looked at, because in-depth inves-

tigations on the feature level are not performed due

to the reasons mentioned above (see section 8.1).
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Temperature and Latitude

Due to the causal relationship between temperature and latitude it is expected that the posi-

tive relationship between transition rates and TEMPMIN.AV is caused by outliers, i.e. by high

latitude families showing a low minimum temperature. It is assumed that not incorporating

these outliers would result in a rather negative relationship. To investigate this assumption,

TEMPMIN.AV values are plotted against the transition rates of phonological and grammati-

cal features respectively, whereby the language families are displayed as points (see �gure

8.1). The size of the points depicts the absolute latitude, their colour designates if the transi-

tion rates of this family follow a normal or non-normal distribution and the shape indicates

whether or not it is a WB family. Hence, for both grammar and phonology, all four datasets

used for the correlation analysis are depicted in these �gures.

(a) Phonology (b) Grammar

Figure 8.1: Crossplot of TEMP.MIN.AV and the average rate of change of

phonological (a) and grammatical (b) features. The language families are

depicted as points. The point size represents the absolute latitude: The

colours show whether the rates are normally or non-normally distributed

and the �lled points represent the WB families.

When investigating the in�uence of the latitude on the correlation between MINTEMP.AV

and phonological change (see �gure 8.1a), it becomes obvious that the high latitude families

have an in�uence on the strong positive relationship (large points in the lower left of the

plot). The low latitude families (0-25°) cluster in the upper part of the plot showing high

MINMEAN.AV values. When incorporating both normally and non-normally distributed data

(red and blue points), there is no relationship without the high latitude families. The rela-

tionship only becomes positive when families with latitudes above 30° are included. When

only the normally-distributed data is taken into account (blue points), the relationship stays

positive also without the high latitude families. The relationship gets stronger when the

latitude of the included language families increases. In both cases the WB families do not

considerably in�uence the results.

When investigating MINTEMP.AV and grammar (see �gure 8.1b), high latitude families

show low MINTEMP.AV values. The relationship, however, is weak and negative for all four
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datasets. Disregarding the high latitude families results in a stronger negative relationship

for all datasets. For the two datasets that include non-normally distributed data, the negative

relationship is strongest when families up to 30° are taken into account. For the two datasets

including only normally distributed data, the relation is strongest for families with latitudes

below 20°. It has to be considered that these values are based on only six or seven language

families making it critical to draw a conclusion.

These elaborations suggest that the causal relationship between temperature and lat-

itude is important and that it shifts the relationship between temperature and transition

rates into the direction of a positive relationship: regarding the relationship of temperature

and phonological change this means that the relationship shifts from a weak positive to a

positive correlation. Regarding grammatical change, the relationship shifts from a negative

to a weak negative correlation. The in�uence, however, is not as strong as expected.

8.2.2 Suitability of the Geographical Factors

This section aims at assessing the appropriateness of the geographical factors by investi-

gating the correlations among the geographical factors. In doing so, relationships with an

absolute rho of at least 0.5 are regarded as correlations. Furthermore, the results of the

correlation analyses with language change are taken into account.

8.2.2.1 Correlations of Geographical Factors Between Classes

Most of the geographical factors correlate only with other factors of the same factor class

(environmental characteristics, neighbourhood measures, geometric properties). The com-

plete correlation matrix can be viewed in the appendix (table A.2). Cardinal size correlates

only with neighbourhood measures. This indicates that the geographical factors are suit-

able operationalisations of the conceptual factors. There are some exceptions for AREA and

PERI: within the geometric measures, they only correlate with the IPQ (which puts AREA

and PERI into a relation, see section 6.3.4.4). They show negative correlations with the av-

erage climatic measures (PRECAV, TEMPMIN.AV) and positive correlations with temperature

variability measures (TEMPMIN.SD, TEMPMAX.SD). As indicated before, this can be explained

by the correlation of AREA and latitude. A further exception is the positive correlation be-

tween PRECAV and several PD neighbourhood measures. These relationships suggest that

the more precipitation occurs in a language family area, the higher is the language density.

This relation has been found before and can be connected to the theory of Nettle (1998),

which suggests that high amounts of precipitation lead to a high language diversity as pre-

cipitation is important for food production and thus for the self-supply of groups. This

is further supported by an indication of a relationship between temperature and language

density (correlation between PD500.DF and TEMPMIN.AV).



8.2. Re�ection on the Geographical Factors 73

In the following, the di�erent geographical factors are discussed in more detail regard-

ing correlations with other geographical factors and also based on the resulting correlations

interpreted above.

8.2.2.2 Environmental Characteristics

Investigating the correlations among the environmental factors (see table 6.3), they match

the expectations and they can be explained by the areal size of language families corre-

lating with latitude as described above. One remarkable result is that TEMPMIN.AV and

TEMPMAX.AV do not correlate and that TEMPMAX.AV does not correlate with latitude ei-

ther. Regarding Nettle’s theory, TEMPMIN.AV plays a more important role than TEMPMAX.AV

because it is rather the minimum than the maximum temperature that hampers food pro-

duction. PRECAV and TEMPMIN.AV correlate strongly (rho = 0.84). Their correlation with

latitude con�rms that they measure what they are intended to. A connection between pre-

cipitation and temperature in terms of statistical modelling, however, might lead to di�erent

results regarding language contact because this connection would take the existence of hot,

dry areas such as deserts into consideration.

As the maximum mean temperature seems to represent a di�erent concept than the

minimum mean temperature, TEMPMAX.SD is di�cult to interpret. That is, the negative

correlation of this measure with phonological change cannot be further interpreted regard-

ing language change. The other climate variability measures (PRECSD and TEMPMIN.SD),

which are more meaningful with regard to Nettle’s (1998) theory, correlate according to the

expectations. This con�rms the appropriateness of the concept behind these measures. A

limitation of the climatic factors is that they are likely to change over time (Currie and Mace,

2012). This is partly addressed by using climatic data re�ecting the conditions of 6’000 years

BP which is more suitable for the time-span that is re�ected (10’000 years BP until now).

Climatic changes, however, are not incorporated.

The topographical factors generally seem to measure what they are intended to; they

show similar correlations within the datasets of phonology and grammar respectively. The

correlations among the four topographical measures (ALTAV, ALTSD, TRIAV, TRISD) suggest

a certain stability. Further correlations with temperature measures also point to the appro-

priateness of the measures: the negative correlation with TEMPMAX.AV is comprehensible

due the fact that a rough area has higher elevations leading to cooler temperatures. The pos-

itive correlation with temperature variability (TEMPMIN.SD) also makes sense because the

rougher an area is, the more di�erent elevations there are, which are connected to lower

and higher temperatures respectively. The ALTAV measure shows strong correlations, but

it is conceptually the most critical measure as it calculates only the average altitude for a

region. It is thus not informative for language family areas comprising regions with dif-

ferent topographical characteristics. The ALTSD measure accounts for that, but it does not

incorporate neighbourhood in its calculation either, while both TRI measures do that (see

section 6.3.2.1). Hence, especially the ALTAV measure has to be interpreted with caution.
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8.2.2.3 Neighbourhood Measures

All adjacency measures show the expected results for the family and for the language level

and they only show correlations within the neighbourhood measures (see table 6.6 and

A.2). For the language level (ADJLANG measures), this indicates that the distinction between

neighbours in total and genetically related and unrelated languages makes sense. This sug-

gests that adjacency is an appropriate measure to assess neighbourhood and thus to quantify

contact potential.

The di�erent PD measures show controversial results. Except for a positive tendency

of PDDF for grammar on the feature level (very uncertain), all patterns suggest a negative

relationship between PD measures and language change. This was expected for the PDSF

measures quantifying the number of unrelated language neighbours, but not for the PDTOT

and PDDF measures. A possible explanation is that high values of these measures rather

show the result of no language contact than contact potential. This is associated with high

language diversity (Nettle, 1998), which is indicated by the correlation of the PD measures

with PRECAV as well. This suggests that the measures are not suitable for quantifying con-

tact potential.

8.2.2.4 Geometric Properties

The areal size and the perimeter result only in insecure correlations. These geometric mea-

sures correlate with several environmental measures as described above. These dependen-

cies suggest that these absolute geometric measures may not be suitable for measuring the

probability of e�ectiveness of language contact. Furthermore, it is unexpected that the areal

size and the cardinal size do not show a correlation. This means that big families with regard

to cardinal size do not necessarily have a large area. This may be explained by language

and language family diversity which is increasing towards the equator.

Based on the correlations with other geographical factors (see table 6.7), the horizon-

tality measures seem to measure what they are intended to: they only correlate negatively

with REOCK. This indicates that the more horizontal an area is, the less compact it is, which

is not a surprising relationship. The horizontality measures, however, tend to be distorted

by outlier languages, which may a�ect the longitudinal or latitudinal spread heavily. A

possible explanation for the weakness of the correlation is that on a smaller scale, climatic

conditions do not change considerably. As most of the families do not spread across a large

area, horizontality measures are not suitable on the level of language families.

The correlations of compactness measures with other geometric factors suggest that

the factors are suitable for quantifying shape compactness of a language family area: the

correlation of IPQ with AREA and PERI can be explained by the way the IPQ is computed

(see section 6.3.4.4) and REOCK correlates with horizontality, as mentioned above. Based on

the resulting correlations with phonological change on the aggregated level, REOCKCORR,

which accounts for the distinction of landmass and ocean, seems to be more suitable than
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REOCK. The simple area-perimeter measure IPQ, however, shows slightly higher correla-

tions than REOCKCORR, which indicates that it is suitable as well. This may be due to the

fact that both Reock measures are strongly in�uenced by outlier languages. Moreover, it

was expected that the compactness measures would show strong correlations with ADJFAM.

The strongest relationship is observable between the IPQ and ADJFAM (rho = -0.46), which

indicates a tendency of compact family areas to have only a few neighbours.

In this chapter the results of the correlation analyses were interpreted with regard to

their linguistic meaning and the appropriateness of the geographical factors was re�ected

on. The next chapter answers the research questions posed in the beginning (section 1.1)

and the limitations of the research approach applied in this thesis are elaborated on.
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Chapter 9

Discussion

This thesis investigated the in�uence of geographical factors on contact-induced language

change based on the contact hypothesis, which associates fast language change with in-

tense language contact. The contribution of the performed analysis is twofold: on the one

hand, new insights are gained into the in�uence of geography on contact-induced language

change. On the other hand, a toolbox providing spherical computation methods for the

modelling of geographical characteristics of language family areas has been created. These

contributions were guided by two principle research questions outlined in the beginning

of this thesis (see section 1.1). In the previous chapter, these questions have already been

answered indirectly. In the following, the questions are answered explicitly and method-

ological and conceptual limitations of the applied research approach are discussed.

9.1 RQ 1: Do geographical factors in�uence language change?

When answering this and the following questions, it is important to keep in mind that

apart from geography, numerous political, socioeconomic and sociolinguistic factors play an

important role in contact situations as well. For instance, the intensity of language contact

and the social identi�cation with a foreign language are crucial (Thomason, 2001). This

principle research question was concretised using two sub-questions, which are answered

in the following.

9.1.1 RQ1.1: Does geography in�uence grammatical andphonological lan-
guage change in a similar way?

Di�erent geographical factors, which promote or restrict the emergence of language con-

tact, in�uence language change. They in�uence both phonology and grammar. Phonolog-

ical change, however, shows more correlations with geographical factors suggesting that

language contact in�uences phonology to a higher degree than grammar. The results show

that grammatical and phonological change correlate with di�erent geographical factors.

Based on the interpretation (chapter 8), these di�erences are discussed in the following.
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Both phonological and grammatical change correlate with climatic conditions, but with

di�erent factors. Climate variability correlates only with grammatical change, whereby the

correlation is positive. This is in accordance with the hypothesis that the altered climatic

conditions a group encounters during migration result in a restructuring process of the so-

cial system of a society, which makes contact with other groups necessary (Güldemann,

2010; Diamond, 1997). The positive correlation between phonological change and the aver-

age climatic values is strong, suggesting that the warmer the temperature is and the more

precipitation occurs in a language family area, the more change in phonology is induced.

Regarding language change, these �ndings do not support Nettle’s (1998) ecological risk

theory. This theory states that a warm and humid environment promotes self-supply sug-

gesting that a group does not depend on establishing networks to other groups, which in

turn results in less language contact between groups.

Topographical complexity correlates with both phonology and grammar, but the ori-

entation of the correlation di�ers. The hypothesis that topographical complexity favours

isolation, which in turn leads to slow language change (Stepp, Castaneda, and Cervone,

2005), is supported for change in phonology but not for change in grammar. As described

in section 8.2.2.2, the correlation of topographical complexity and grammatical change is

less secure than the correlation of topographical complexity and phonological change. On

the one hand, this negative correlation may be ascribed to the underlying data. On the other

hand, grammatical change only correlates with more critical geographical factors (ALTAV,

ALTSD), which may lead to an overestimation of the in�uence of topographical complexity

on grammar.

Both phonological and grammatical change show dependencies on contact potential,

i.e. on the number of adjacent neighbours. The results suggest that it is important for phono-

logical features whether neighbouring languages are related or unrelated. For grammatical

change it is only important whether there are a lot of neighbours or not. Both correlations

support the hypotheses stating that having a lot of neighbours leads to more change in

language and that contact with unrelated neighbours induces more language change than

contact with related languages. It is interesting, however, that the dependencies of phono-

logical and grammatical features on contact potential di�er. A potential explanation is that

grammar may contain less phylogenetic signals than phonology, i.e. phonology of lan-

guages within a language family may develop more similarly than their grammar. Hence,

although lexical borrowing may happen, it does not leave signals because sound systems

of related languages tend to be similar. This is an assumption made by Prof. Dr. Balthasar

Bickel during a conversation about this result. To date, however, this has not been tested.

Environmental factors operationalising the probability of contact, and neighbourhood

quantifying contact potential, correlate with both phonological and grammatical change.

The geometric properties that quantify the probability of contact e�ectiveness, however,

correlate only with phonological change. The hypothesis that stable social structures (in-

dicated by shape compactness) result in less fragmentation and diversi�cation (Diamond,
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1997; Trudgill, 2010), which in turn favours resistance against language change in a contact

situation, is supported.

Thus, several geographical factors lead to a higher probability of language contact and

hence support language change in phonology and grammar. The probability that language

contact is e�ective, however, correlates only with phonological change. The results sup-

port the hypothesis that contact, the probability and e�ectiveness of which is quanti�ed by

geographical factors, in�uences phonological change to a greater degree than grammatical

change. This may be attributed to lexical borrowing, which is the most frequent e�ect of

contact and the main carrier of sound changes (Tadmor, 2009; Sanko�, 2002). The borrow-

ing of lexical items often leads to subsequent adjustments in the sound system of a language,

which may be applied to the native lexicon as well (Sanko�, 2002).

9.1.2 RQ 1.2: The change of which linguistic features can be explained by
geography?

As described in chapter 8, research question 1.2 cannot be answered. In personal conversa-

tions with linguists it was discussed that because of too much noise, no signal is observable.

This may be due to uncertainties stemming from the phylogenetic trees used for the esti-

mation of the transition rates. In these methods, for each language family the likeliest tree

is selected, however, it is not known how accurately these trees depict the evolutionary

histories of language families, which are not known in their entirety (Nichols and Warnow,

2008). Additionally, the estimation of transition rates introduces further uncertainties as it

is based on these trees. Moreover, only binary data, i.e. features with only two states, and

a minimum of ten languages were used for the estimation (see section 5.1). The aggrega-

tion of the transition rates to an average value, however, seems to smooth the noise on the

feature level, which leads to clearer results indicating the trends described in the previous

section.

Answering these questions contributed to gaining a better understanding of the in-

�uence of geography on contact-induced language change. The second research question

addresses the methodology applied in this thesis.

9.2 RQ 2: How can geographical factors be determined for the
investigation of language change?

This thesis has shown that the methodological approach regarding the geographical factors

is appropriate. The computed geographical factors are suitable operationalisations of the

conceptual factors that are important for contact-induced language change: environmental

characteristics (operationalizing the probability of contact), neighbourhood measures (op-

erationalizing contact potential, which is connected to the concept of language probability)

and geometric properties (operationalizing the probability of the contact being e�ective).
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An evaluation of the computed geographical factors is not possible, however, based on sec-

tion 8.2, they can be validated to a certain extent. This is done in the following.

Regarding the climatic measures the factors based on the maximum mean tempera-

ture dataset are conceptually critical because they do not in�uence the productivity of the

environment directly, which is crucial for the environmental risk theory by Nettle (1998).

For this, the minimum mean temperature is more suitable. The remaining climatic factors

seem to be suitable for this scale of analysis. However, the causal relationship between the

minimum mean temperature and latitude has to be viewed critically, although, in this the-

sis, the results are not considerably in�uenced by it. A limitation of the climatic factors is

that climatic and thus also ecological conditions are likely to change over time. Moreover,

these factors may in�uence forager and pastoralist populations more than societies living

o� agriculture (Currie and Mace, 2012). Including this information into a further analysis

may thus be advisable.

The computed topographical measures seem to be suitable. Nevertheless, the simple

average height of a region (ALTAV) is conceptually critical, especially for language family

areas containing di�erent kinds of topographical elements, which is likely for language

families with large areal sizes. This is a conceptual problem stemming from the inequality of

language families in terms of cardinal size, areal size, speaker population, etc. This problem

is elaborated on in the following limitations section.

Contact potential is best quanti�ed by a de�nition of neighbourhood based on adja-

cency. The results derived from these measures are reasonable and the adjacency measures

do not show correlations with environmental or geometric factors. The number of neigh-

bours within a certain distance of a language, however, re�ects the result of having or not

having contact and is thus not a suitable measure.

To measure the probability of the e�ectiveness of language contact, compactness deliv-

ers the most accurate results. Areal size and perimeter were expected to re�ect that intense

language contact has occurred in case of high values (Currie and Mace, 2009). However, they

have shown to be dependent on language and language family density, which is increasing

towards the equator. This suggests that these measures are not suitable for measuring the

stability of social systems of societies. Compactness, however, is not dependent on the size

of an area (i.e. a large area can be as compact as a small area). Thus, the compactness of

a language family is not directly in�uenced by latitude. Horizontality has shown not to be

suitable on the granularity of language family areas. A probable explanation is that lan-

guage family areas are generally too small to re�ect migration along the latitudinal axes,

contrarily to as was suggested by Diamond (1997). This indicates that horizontality is only

suitable for larger scale areas, such as large-scale linguistic areas, which are horizontally

aligned if they have large areal sizes, as found by Hammarström and Güldemann (2014).

The approach applied in this thesis shows some limitations, which are addressed in the

following section.
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9.3 Limitations

Besides some minor limitations such as the drawbacks of the Voronoi method for modelling

language family areas (see section 6.2), there are three major limitations of the approach

applied: �rst, the classi�cation and unevenness of language families. Second, uncertain-

ties of the phylogenetic methods applied and third, the concept of representing dynamic

processes using static footprints.

The classi�cation of languages into language families entails two limitations: on the

one hand, the number of genetic classes is disputed in linguistics and the results of this study

would probably turn out di�erently if another classi�cation were used. On the other hand,

the language families are very unequal in cardinal size, areal size, speaker population, etc.

This is also re�ected in the results of the correlation analyses. For instance, the exclusion

of the four biggest families leads generally to stronger correlations on the aggregated level

and to more correlations on the feature level. This indicates that the distinction of language

families of di�erent cardinal sizes may be useful to yield more meaningful results. Moreover,

from a geographical perspective, the greatly varying areal sizes of the language families

lead to a problem of scale (see e.g. Goodchild (2001) and Fisher, Wood, and Cheng (2004)).

A challenge of this thesis was to �nd geographical factors that are equally informative for

di�erent areal sizes, that is, for a variety of scales.

An aforementioned limitation of the approach applied in this thesis is that it is highly

dependent on the transition rate data estimated based on phylogenetic trees. These phy-

logenetic trees cannot be evaluated for the majority of language families, because they are

only well-studied for a few genetic groupings (Nichols and Warnow, 2008). Nevertheless,

some linguistic theories are re�ected in the results. Consequently, it can be assumed that

the phylogenetic methods applied are appropriate despite these limitations.

The biggest drawback of the applied approach is that language evolution, which is a

dynamic process, is examined on the basis of today’s distribution of languages in space.

Today’s shape of language family areas is a static footprint of the recent stage of the evo-

lutionary history of languages. The process leading to this stage, however, is not re�ected

in this footprint. For a more appropriate modelling of language divergence and contact,

synchronous data would be necessary. Language evolution would need to be examined to-

gether with spatial migration patterns of ethnolinguistic groups. The case of Indo-European

illustrates this: Bouckaert et al. (2012) model the expansion of the Indo-European languages

through time. Their model shows the expansion from Anatolia starting between 8’000 and

9’500 years ago. Until around 3’000 years BP, the migration took place mainly along lati-

tudinal axes. Only more recent migratory patterns show an expansion into more northern

and southern regions of Europe and Asia. This is in line with Diamond’s (1997) theory.

However, such processes are not re�ected in the approach used in this thesis. By using to-

day’s distribution of Indo-European languages, this latitudinal direction of the migration is

not recorded because of the missing temporal dimension.
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Chapter 10

Conclusion

Based on theories originating from research on language diversity, a global analysis of

contact-induced language change from a geographical perspective was carried out. The

analysis was performed on the scale of language families, i.e. language change was as-

sessed for language families and geographical factors were computed for their respective

areas. Appropriate geographical factors were de�ned to measure the in�uence of geog-

raphy on contact-induced language change. Based on these factors, linguistic theories on

linguistic diversity were tested and several hypotheses turned out to be supported by the

�ndings.

Contact potential, which is quanti�ed as the number of adjacent neighbours, has a

strong in�uence on change in phonology and grammar. In general, grammatical and phono-

logical change are in�uenced by di�erent geographical factors. While phonological change

is hampered by isolation caused by topographical complexity, grammatical change is favoured

in areas with varying climatic conditions. Further, shape compactness of a language family

area, which re�ects the stability of the social system of societies, correlates negatively with

phonological change. This indicates that when language contact occurs, it is less e�ective

if a language family area shows a high compactness and vice versa. The results moreover

suggest that phonological change is in�uenced by geographical factors to a higher degree

than grammatical change. This may be attributed to lexical borrowing, which is the most

frequent e�ect of contact and the main carrier of sound change (Tadmor, 2009; Sanko�,

2002).
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Chapter 11

Outlook

In the future, the conceptual problem of representing dynamic processes by static footprints

may be circumvented by using data from studies based on genomic data. In recent years,

the collection of high-resolution human genomic data of di�erent populations worldwide

has increased and new methodologies have been developed for inferring population history

(see e.g. Li and Durbin (2011)). Such genomic analyses make a contribution to research on

migration events (see e.g. Pagani et al. (2016)). The spatiotemporal data resulting from such

studies, which show how humans spread around the world, could be linked to linguistic

data instead of using the snapshot of today’s distribution of languages. This would allow to

relate the dynamic system of languages to spatiotemporal migration data.

This thesis has shown which geographical factors are suitable for measuring the in-

�uence of geography on contact-induced language change. In a further step, the used geo-

graphical factors could be combined with each other in order to statistically model language

contact on the basis of geography. The results of this thesis thus serve as a preliminary

analysis. Moreover, some of the obtained results cannot be explained by literature, as for

example the di�erent correlations of phonological and grammatical change with neigh-

bourhood measures. Such �ndings could be further investigated, for example on a di�erent

(zoomed-in) scale. To be able to draw �nal conclusions from such �ndings, further research

is required.
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Table A.1: Abbreviation legend for linguistic features.

Abbreviation Linguistic feature
a�rct.. a�ricates.p.cat

asprt... aspirated.fricatives.p.cat

att.�ex autotyp.morphology.per.language$any.�exivity

att.poly autotyp.morphology.per.language$any.polyexponence

a.$BROHA autotyp.wals$BROHAN

a.$DRYSO3 autotyp.wals$DRYSOV3

at.$NADJ autotyp.wals$NADJ

atty.$VP autotyp.wals$VP

cnstrG.. constrictedGlottis.p.cat

crky.b.. creaky.breathy.p.cat

dstrbt.. distributed.p.cat

lbdntl.. labiodental.p.cat

ltrl.p.c lateral.p.cat

lqds.p.c liquids.p.cat

lng.p.ct long.p.cat

lng.vw.. long.vowels.p.cat

lwrdLI.. loweredLarynxImplosive.p.cat

sprdGl.. spreadGlottis.p.cat

tap.p.ct tap.p.cat

ton.p.ct tone.p.cat

trll.p.c trill.p.cat

vlr.ns.. velar.nasals.p.cat

advnTR.. advancedTongueRoot.p.cat

a.$BROFI autotyp.wals$BROFIN

a.$DRYNP autotyp.wals$DRYNPL2

a.$DRYPO autotyp.wals$DRYPOS2

a.$DRYSO autotyp.wals$DRYSOV4

atty.$PP autotyp.wals$PP

bck.p.ct back.p.cat

clck.p.c click.p.cat

dlydRl.. delayedRelease.p.cat

frts.p.c fortis.p.cat

frctvs.. fricatives.p.cat

frnt.p.c front.p.cat

glds.p.c glides.p.cat

lqds.... liquids.glides.nasals.p.cat

lqds.g.. liquids.glides.p.cat

low.p.ct low.p.cat

nsl.p.ct nasal.p.cat

nsls.p.c nasals.p.cat

rsdLrE.. raisedLarynxEjective.p.cat

rtrcTR.. retractedTongueRoot.p.cat

rnd.p.ct round.p.cat

shrt.p.c short.p.cat

strdnt.. strident.p.cat

tns.p.ct tense.p.cat

vcls.stp voiceless.stops.p.cat

vcls.vow voiceless.vowels.p.cat
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Table A.2: Correlation matrix of geographical factors.
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