
Impact of climate change on dew formation

ESS 511 Master's Thesis

Author
Muriel Stefanie Trüeb

17-110-081

Supervised by
Dr. Vincent Humphrey (vincent.humphrey@env.ethz.ch)
Dr. Erich Fischer (erich.fischer@env.ethz.ch)
Prof. Dr. Alexander Damm

Faculty representative
Prof. Dr. Alexander Damm

30.09.2022
Department of Geography, University of Zurich



Impact of climate change on dew
formation

Master Thesis

University of Zürich
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i

Abstract

Dew is a relatively small but essential part of the water cycle that is associated with the global
climate. It forms by condensing of atmospheric water vapor on surfaces when the surface tempera-
ture drops below dew point temperature (Td). The small droplets of water can help to compensate
for precipitation. Especially in dry areas, it is an important contribution to the water supply.
Even though in situ measurements expect dew formation to change in future climate, there is little
information from climate model projections on a global scale. Most of the former model outputs
of the CMIP archive did not provide the needed variables in a high temporal resolution so that it
would be possible to analyze changes in dew formation. With newly available three-hourly data
model outputs within CMIP6, it is possible to analyze the change in favorable conditions for dew
formation for the first time. We analyze climate model outputs from 1950-2100 with the ssp585
scenario to assess the global change in favorable conditions for dew formation with the changing
climate. The following questions are discussed: i. Does the number of days that are favorable to
dew formation change with warmer temperatures? ii. Is there a robust change in dew formation
among models? iii. In which climate zones will dew formation be most sensitive to changing con-
ditions? iv. Is the change in estimated dew days related to biomes? v. Is there a seasonal tendency
in dew formation in the Amazon?
The findings will help to understand the impact of projected climate change on favorable atmo-
spheric conditions for dew formation and assess the sensitivity of different regions.

Outputs of six different models within the CMIP6 archive are analyzed. Only outputs of the high
forcing scenario ssp585 are included. Since there is no variable indicative of dew, we analyze the
change in favorable atmospheric conditions for dew formation. Our results show that warm regions
with high relative humidity show a high number in estimated dew days; in contrast, areas with
lower relative humidity during the day depend more on the amplitude of the diurnal temperature
cycle. With changing climate, the global mean of the estimated number of dew days increases.
The increase is partly due to the increasing number of days with temperatures above 0°C in the
North. The increasing trend is not reflected everywhere; there are different regional patterns
in the estimated change of dew days. The increase in large parts of the Northern Hemisphere
stays in contrast to the decrease in the Southern Hemisphere. A robust increase among the six
models is located in the northern high latitudes, part of central Asia, and parts of North America.
The increase in Eurasian high-latitudes could be influenced by a higher amplitude in the diurnal
temperature in the future. In the Amazon, Congo Basin, central Europe, and parts of Southeast
Asia, there is a robust decrease in the estimated number of dew days. The projected decrease in
the tropics may be caused by the decrease in relative humidity.

The biomes predominant in the North show an increase in the number of estimated dew days.
Extratropical forests seem more sensitive to the increasing number of days with temperatures above
freezing point than other biomes dominant in the North. In contrast to the North, evapotranspi-
ration seems to influence biomes associated with dry and warm conditions. With the warming in
the future, the atmospheric dryness could increase due to lower stomatal activity. This could cause
less favorable conditions for dew formation in semiarid ecosystems compared to sparsely vegetated
dry areas. Tropical forests show a strong decrease in the estimated dew frequency. The drivers of
changes in these regions, especially in the Amazon, are difficult to assess since this is a complex
system that is self-feeding due to a high precipitation recycling rate.

Overall, one can conclude that the number of estimated dew days increases in the Northern
Hemisphere and decreases in the Southern Hemisphere. More frequent dew days on northern
agricultural land may lead to lower crop yield. Dew decrease in semiarid ecosystems seems to
enhance drying and warming in these areas. The first attempt to assess dew changes with future
climate emphasizes the importance of including dew as a variable in a future climate model.
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1 Introduction and Background

1.1 Introduction

The global distribution of water is a complex cycle crucial to life in all forms. Dew is associated with

this cycle as part of the condensation and precipitation process. Unlike rain and snow, dew forms

on the surface when the surface temperature (Ts) drops below the dew point temperature (Td). Td

indicates the temperature at which the air becomes fully saturated with water vapor. In other words,

dew can precipitate when the maximum water holding capacity of air is reached at the surface.

Precipitation in the form of dew is an important contribution to the water supply in many dry areas

(Kidron and Starinsky, 2019), especially during the dry season. For instance, dew accounts for 50%

of the annual precipitation in the Taklimakan desert in China (Hao et al., 2012). Hao et al. (2012)

showed that in some years, dew fall during summer can supply the ecosystem with more water than

precipitation does. Moreover, dew contributes up to 30% to the annual water input in semi-arid areas

(Aguirre-Gutiérrez et al., 2019).

In such areas, human inventions can help to overcome dry periods by using dew collectors to increase

the water supply for agricultural purposes, reforestation (Tomaszkiewicz et al., 2017), or even as

contribution to residential use (Lekouch et al., 2012; Sharan, 2007). Indeed, Vuollekoski et al. (2015)

concluded that dew harvesting has a high potential for water supply in rather dry areas. This indicates

that dew can be an important part of the water cycle, especially in water-stressed regions.

Dew is not only crucial to ecosystems in dry regions, but it can also play an important role in leaf

canopy wetness in the tropics, where foliar water uptake can reduce water stress (Berry et al., 2019)

in dry seasons. For instance, in the Eastern Amazon 20% of the annual canopy wetness is due to dew

(Binks et al., 2021).

Although dew can positively impact the water supply in some regions, it can also have a negative

effect in other regions. For example, the thin water film on the surface of plants can enhance diseases

and pests in plants. This can reduce crop yield (Nath, 2021; Agam and Berliner, 2006).

Besides the water cycle, dew formation also depends on the energy budget. Dew forms at night

when net radiation is negative, and radiative cooling can occur (Garratt and Segal, 1988). This

process allows the surface temperature (Ts) to reach values below Td. In humid air Td is reached

faster than in dry air, since Td depends on the atmosphere’s water vapor content. However, surface

cooling is reduced by very high atmospheric water vapor in the boundary layer (Ritter et al., 2019).

Because water vapor acts as a greenhouse gas, it increases downwelling long-wave radiation, which
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then counteracts radiative cooling of the surface. When radiative cooling is inhibited, Ts does not

drop below Td, thus preventing dew formation. This means that the atmospheric water content affects

nighttime surface cooling, which itself is also a driver of dew formation.

In summary, the atmospheric conditions for dew formation are favorable when the surface temperature

drops below dew point temperature (Ts ≤ Td), i.e., the point when the air is fully saturated with water

(Aguirre-Gutiérrez et al., 2019; Dou et al., 2021; Ritter et al., 2019; Wang et al., 2017; Yu et al., 2020).

According to an empirical study, the probability of dew formation already starts to increase linearly

when relative humidity at two meter height is above 73% (Aguirre-Gutiérrez et al., 2019). Ritter

et al. (2019) even state that it is more favorable to have relative humidity below 100%, since a too

high atmospheric water content inhibits surface cooling. Also, high wind speed disturbs dew forming

(Ritter et al., 2019; Wang et al., 2017; Yu et al., 2020). Since wind induces air mixing, it inhibits

stratification and can lead to drier conditions.

Besides atmospheric states, local-scale characteristics, such as elevation (Pütz et al., 2016), orientation

to the sun (Kidron, 2000), surface characteristics, and canopy characteristics of the vegetation (Binks

et al., 2021; Ritter et al., 2019; Wang et al., 2017) as well as plants or soil moisture (Garratt and Segal,

1988; Pütz et al., 2016), affect dew formation (Yu et al., 2020). Where the latter must be separated

from atmospheric dew formation, guttation (plant water loss) and dew rise (evaporation from the

soil) are effects that are not considered in this thesis since they are based on small-scale land surface

properties instead of atmospheric conditions.

1.2 Background

With climate change, temperatures are increasing, and the water content in the atmosphere is chang-

ing (Dunn et al., 2017; Feng and Fu, 2013; Simmons et al., 2010; Dai, 2006). The water holding

capacity of the atmosphere depends on pressure and temperature. The relationship between the two

variables shows that the air can contain more water vapor with increasing temperature. This results

in an increase in specific humidity. According to O’Gorman and Muller (2010), there is an increase of

7.3%K−1 in specific humidity, closely following the Clausius-Clapeyron equation. However, if only the

bottom layer of the atmosphere over land areas is considered, the specific humidity does not increase

as much (5.9%K−1). The lower increase in specific humidity is assumed to be due to faster increas-

ing temperatures over land. If the amount of water vapor close to the surface increases more slowly

with increasing surface temperature, the dew point temperature is less likely to be reached, reducing

favorable conditions for dew formation at night.

In contrast to specific humidity, relative humidity (RH) decreases with increasing temperatures (Sim-
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mons et al., 2010), particularly over land areas. This is partly because temperatures over land areas

increase faster than over oceans. Therefore, the same amount of specific humidity equals lower relative

humidity over land than over the ocean since there are warmer temperatures. In other words, the

relative humidity decreases over land because the warmer temperatures over the continents have a

higher water holding capacity than over the ocean (Sherwood and Fu, 2014).

Increasing atmospheric dryness is often expressed by the ratio of precipitation to potential evapotran-

spiration (P/PET). This ratio is used as a quantitative index for atmospheric dryness in a location.

Studies use the P/PET ratio to show the expansion of drylands with increasing temperature (Feng

and Fu, 2013). Even though it is still an ongoing debate if this method is well suited for vegetation

change or not (Berg and McColl, 2021), the ratio can be used as an indicator for background dryness

(Sherwood and Fu, 2014). Other studies emphasize that with higher CO2 fertilization of plants, their

water use efficiency increases which would counteract the drying in soil moisture (Berg and McColl,

2021). Higher CO2 fertilization also means less stomatal activity and, thus, less transpiration (Berg

and McColl, 2021), which leads to a drying of the atmosphere (Berg et al., 2016). Additionally, water-

stress also diminishes the stomatal activity. Low soil moisture during dry spells reduces carbon uptake

(Humphrey et al., 2021).

With increased temperatures, less dew occurrence is expected in dry grassland (Feng et al., 2021).

However, there is only little information about projections of dew formation on a global scale. Some

studies suggest that dew formation will likely be affected by climate change, as it mainly depends on

(near) surface temperature and relative humidity (RH) (Dou et al., 2021). Few observational studies

of dew formation have been conducted in different regions.

Although the in situ studies agree on the negative effect of the changing climate on dew fall (Dou

et al., 2021; Feng et al., 2021), there is little information from climate model projections about dew

on a global scale. Dew is not even a part of the latest reports of the Intergovernmental Panel on

Climate Change (IPCC, 2021). Due to the lack of high temporal resolution outputs in earlier Coupled

Model Intercomparison Projects (CMIP), the change in dew formation could not be analyzed yet,

although it is a crucial component of the land water balance for some areas. However, in the most

recent CMIP projections, CMIP6, a larger number of models provide three-hourly data. This allows

us to investigate changes in conditions favorable to dew formation for the first time.

There is no modeled variable indicative for dew formation. Therefore, dew days are estimated based

on dew point temperature. It is a first approach in investigating favorable atmospheric conditions for

dew formation, based on the newly available high resolution data outputs of the climate models from

the CMIP6 archive.
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1.3 Objectives

In this master’s thesis, the newly available climate projections for 1950 to 2100 are used to understand

how dew will be affected by climate change. It is assessed whether favorable conditions for dew

formation will change. This master’s thesis discusses the following questions:

i. Does the number of days favorable to dew formation change with warmer temperatures?

ii. Is there a robust change in dew formation among models?

iii. In which climate zones will dew formation be most sensitive to changing conditions?

iv. Is the change in estimated dew days related to biomes (tropical forests, etc.)?

v. Is there a seasonal tendency in dew formation in the Amazon?

The findings will indicate the importance of dew in future climate and help to detect regions in which

dew is more sensitive to climate change, regarding the frequency of the conditions favorable to dew fall.

2 Data and Methods

2.1 Data

The used data for the analysis is described in this section. First, the model data is defined, then the

satellite data and observation studies are listed.

2.1.1 CMIP6 data

Since the Earth system is very complex but crucial to understand, climate models have become

fundamental tools in climate science to understand past, present, and future climate. Models within

the Coupled Model Intercomparison Project (CMIP) are based on a standardized framework so that

the model outputs can be intercompared, and a multi-model mean can then be used as a basis for

more robust results (Eyring et al., 2016). The model outputs are the basis for the Intergovernmental

Panel on Climate Change (IPCC) reports which assess the status of scientific knowledge on climate

change with regard to the expected dangers and proposals of mitigation (see https://www.ipcc.ch/).

In this master’s thesis, CMIP6 model outputs are used to assess the impact of climate change on dew

formation. We focus on the atmosphere model outputs with historical runs and a future projection

with induced predefined CO2 forcing. Six models of the CMIP6 archive are analyzed. The models are

listed in Tab. 1. Other models were excluded because only the six selected models saved the variables
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in the required three-hourly resolution.

The r1i1p1f1 ensemble and the sheared socio-economic pathway 5-8.5 (ssp585) is selected for this

analysis. ssp585 is the pathway with a slow development in environmentally sustainable technology.

In this plot, the economy will rely on fossil fuel which leads to a high forcing scenario (Meinshausen

et al., 2020). It is often referred to as business as usual.

Three-hourly resolved data from 1950 to 2100 is taken into account, with the variables expressed in a

three-hourly mean of a grid cell. The spatial resolution is between 0.7° to 1.25° and 0.7° to 1.875° in

latitude and longitude, respectively (Tab. 1).Models within CMIP6 do not provide a variable indicative

of dew formation. Therefore, one can only estimate favorable atmospheric conditions of dew formation

based on other variables. The variables used to determine these conditions are surface air temperature

(tas), surface specific humidity (huss), and surface pressure (ps), whereas surface indicates the level

two meters above roughness level.

Please note that surface air temperature (tas) is used instead of surface skin temperature (Ts), since

Ts is not available in most models. Although the deviation of tas from Ts is a limitation, it is a

reasonable approximation in our case because favorable conditions will be analyzed instead of actual

dew formation. In addition, the surface air temperature is corrected based on an evaluation that has

been performed (shown in Section 2.2.3). Additional to the above listed variables (tas, huss, and ps),

three-hourly resolved precipitation (pr) is included in the analysis.

2.1.2 Satellite and in situ data

Satellite data of MODIS is used for land cover information (Friedl and Sulla-Menashe, 2015). The land

cover classification is based on the Leaf Area Index (LAI) of MCD12C1 (Sulla-Menashe and Friedl

(2018), Tab. 5) and summarized into the following six ecosystem types based on Ahlström et al. (2015):

Forest between 24°S and 24°N is classified as tropical forest. Outside this boundary, it is classified as

an extratropical forest (Wright and Muller-Landau, 2006). Shrub and savanna is divided into tundra

and semiarid ecosystem based on a latitudinal distribution where the former is the vegetation type

above 45°N and the latter below this threshold. Grasslands and broadleaf croplands are defined as

grass and crop. Finally, non-vegetated land and urban buildup are sparsely vegetated areas (Ahlström

et al., 2015).

The grid cell resolution of the satellite data is regridded from 0.5° × 0.5° to the resolution of each

individual model. Since it is a two-dimensional (longitude, latitude) grid, the bilinear interpolation

(repeated linear interpolation) method is used.
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Table 1: Data

i) CMIP6 data
Model Spatial resolution Atmosphere/ Data acquirement
Source-ID/Institution (lat × lon) Land model
ACCESS-CSM2 1.2500° × 1.8750° MetUM-HadGE3-GA7.1 Dix et al. (2019),
(CSIRO-ARCCSS CABLE2.5 accessed Dec. 2019 (1970-2015);
Commonwealth Scientific Mar. 2021 (1950-1960),
and Industrial Research Jan. 2020 (tas 2010-2015),
Organisation) Dix et al. (2019),

accessed Dec. 2019 (huss, pr, tas)
Feb. 2020 (ps 2015-2095+2095-2100)

BCC-CSM2-MR 1.1250° × 1.1250° BCC AGCM3 MR Wu et al. (2018b), accessed April 2019
(BCC; Beijing BCC AVIM2 Xin et al. (2019), accessed Mar. 2019
Climate Center)

CMCC-CM2-RS5 0.9675° × 1.2500° CAM5.3 Lovato and Peano (2020a),
(CMCC; Fondazione Centro CLM4.5 (BGC mode) accessed May 2020
Euro-Mediterraneo sui Lovato and Peano (2020b),
Cambiamenti Climatici) accessed June 2020

CMCC-ESM2 0.9675° × 1.2500° CAM5.3 Lovato et al. (2021a) accessed Dec. 2020
(CMCC) CLM4.5 (BGC mode) Lovato et al. (2021b), accessed Jan. 2021

EC-Earth3 0.7031° × 0.7031° IFS cy36r4 EC-Earth Consortium (EC-Earth) (2019a,b),
(EC-Earth-Consortium) HTESSEL accessed Mar. 2020

GFDL-ESM4 1.0000° × 1.2500° GFDL-AM4.1 Krasting et al. (2018),
(NOAA-GFDL; National GFDL-LM4.1 accessed Dec 2019 (huss, pr, tas);
Oceanic and Atmospheric Aug 2019 (ps)
Administration) John et al. (2018),accessed June 2019

ii) satellite data
MODIS 0.5000° × 0.5000 MCD12C1 Friedl and Sulla-Menashe (2015),
Moderate-resolution LAI based classification accessed May 20, 2022
Imaging Spectroradiometer

iii) In situ data
Location temporal coverage #stations
China 1960 - 2010 604 Dou et al. (2021)
USA 2015 - 2017 25 Ritter et al. (2019)
Mexico 2011 - 2016 1 Aguirre-Gutiérrez et al. (2019)

Additionally, observation data of annual dew fall is included to evaluate the modeled data of dew

formation. The stations are spread over China (Dou et al., 2021) and North America (Ritter et al.,

2019; Aguirre-Gutiérrez et al., 2019). The locations are shown in Fig. 2. The point measurements

are given in dew days per a certain time interval. Temporal coverage ranges from three years (Ritter

et al., 2019) to 51 years (Dou et al., 2021), shown in Tab. 1 iii. The studies are based on meteorological

data (Ritter et al., 2019), including field observations (Dou et al., 2021) or microlysimeter and Eddy

Covariance Tower measurements (Aguirre-Gutiérrez et al., 2019).

2.2 Methods

In this section, the method of calculating dew point temperature is shown first. Second, the definition

of a dew day in this study is shown. Next, the validation and correction of the data is explained. Last,

post-processing of the data is shown.
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2.2.1 Dew point temperature

Dew frequency depends on surface temperature (Ts, in K) and dew point temperature (Td, in K),

which depends on the relative or specific humidity (RH in % or q in g kg−1) and the surface pressure

(ps in Pa).

In order to calculate dew point temperature (Td), the vapor pressure (e in Pa) and saturation vapor

pressure (es in Pa) are needed. According to Monteith and Unsworth (2013) - Eq. 2.3 - the vapor

pressure (e) is defined as follows:

e = q p

ε
, (1)

where ε is the ratio of the mass fraction of water vapor (mvw = 18 gmol−1 ) to the average mass fraction

of the air (mair = 29 gmol−1); ε = mvw / mair = 0.62.

The saturation vapor pressure (es) is calculated using the Equation 2.7 of Monteith and Unsworth

(2013).

es(T ) = es(T ∗) exp(A(T − T
∗)

(T − T ′) ) . (2)

Within the temperature range of 0°C to 35°C the following approximation can be done:

T∗ is 273K, T’ = 36K and A = 17.27. es(T
∗) then is equal to es(273K) = 0.611 kPa. This empirical

approximation is known as the Tetens equation and can be written as follows (Tetens, 1930):

es(T ) = 0.611kPa exp(17.27(T − 273K)(T − 36K) ) . (3)

The dew point temperature is reached when e = es(Td). Rearranging the Equation 3, Td can be esti-

mated which is shown in the following equation (Monteith and Unsworth (2013); Eq. 2.29).

Td =
T ′ × ln ( e

es(T ∗)) − (A × T ∗)

ln ( e
es(T ∗)) −A

. (4)

Again, using the empirical values defined by Tetens (mentioned above), the result is given in degrees

Kelvin. The equation can be written as follows:

Td =
36K ln ( e

611Pa
) − (17.27 × 273K)

ln ( e
611Pa

) − 17.27
. (5)
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Relative humidity (RH) is given as the ratio of vapor pressure to saturation vapor pressure (Monteith

and Unsworth, 2013) and expressed in percent (%):

RH = e

es(T )
× 100 (%) . (6)

2.2.2 Definition of the number of dew days

In this master’s thesis, the number of dew days is estimated based on favorable atmospheric conditions,

as there is no variable available indicative for dew formation, as mentioned in Section 2.1.1. Even

though multiple atmospheric states are favorable for dew formation according to empirical studies

(see Section 1.1), only Ts ≤ Td is included in the thesis. Due to the lack of a saved variable indicative

for Ts, air surface temperature tas is used instead. The conditions are therefore tested on tas ≤ Td.

Time steps with temperatures below 0°C are not considered as favorable condition even when tas ≤ Td

is fulfilled since this is a limit of Equation 5. In other words, when temperatures are below the freezing

point (T < 0°C), frost instead of dew is more probable to form. Therefore, time steps with temperatures

below zero degrees Celsius are not tested whether the conditions are fulfilled or not.

Also, wind is not considered, since it influences dew formation on a local-scale. This effect is not

properly represented in the models with the given grid resolution. Therefore, the effect of wind on

dew formation is neglected in this study.

Favorable days for dew formation are defined by testing the data on the temperature condition. When

the air temperature (tas) is equal to or drops below the calculated dew point temperature (Td) once

a day, the day is counted as a dew day.

tas ≤ Td

This is shown in Figure 1a, in the lower panel tas (blue) and Td (orange). The top panel shows if

tas ≤ Td is true (yes) or false (no) in three hourly (gray) and daily (black) resolution.

Hours with precipitation are not considered since the atmosphere is saturated when it rains; most

rainy days would be seen as dew days. The goal of the thesis is to estimate the change in dew days, so

time steps with precipitation are excluded even when the set condition (shown below) is fulfilled. In

other words, the day is counted as dew day when there is no precipitation and when tas ≤ Td is fulfilled

at least once a day (shown in Fig. 1b additional to a three hourly time-periods without precipitation

are shown in the top panel of b (green)). We define dew days as the days when the following conditions



2 Data and Methods 2.2 Methods 9

5

10

15

T
 (

°C
)

no

yes
fa

v.
co

n
d
it

io
n Temperature condition tas < td in Zurich

td

tas

tas < td (3hr)

pr (3hr)

c.1 (day)

5

10

15

T
 (

°C
)

no

yes

fa
v.

co
n
d
it

io
n

c.1 temperature condition tas < td no precipitation in Zurich

precip

no precip

td

tas - 1.6

tas

pr (3hr)

c.2 (3hr)

c.2 (day)

2014-05-01 2014-05-11 2014-05-21 2014-05-31
0

5

10

15

T
 (

°C
)

no

yes

fa
v.

co
n
d
it

io
n

c.2 (tas - 1.6°C) < td no precipitation in Zurich

precip

no precip

a)

b)

c)

td

tas

tas < td (day)

tas < td (3hr)

Figure 1: Example of conditions with air surface temperature (tas) in blue and dew point temperature (td) in orange
in Zürich in May, 2014. In a) a day is counted as dew day when tas ≤ Td (top panel) in black and three-hourly resolution
in gray. b) when a is fulfilled, and the condition excludes precipitation days (in b top panel in green (condition c.1). c)
shows condition tas − α ≤ Td with α = 1.6°C (condition c.2).

are fulfilled:

tas ≤ Td ∩ no precipitation (c.1)

This condition (c.1) is referred to as tas ≤ Td.

In this master’s thesis, precipitation is defined as values above 10−4 kgm−2 s−1 (0.36mmh−1). The

threshold for precipitation was determined by comparing modeled precipitation days to meteorologi-

cal data (Aguirre-Gutiérrez et al., 2019; meteoblue AG, n.d.). The global pattern is similar to Douville

et al. (2021).

Since the modeled temperature is based on a temperature at a height of two meters above the rough-

ness level, it might be more difficult to meet the temperature condition there than at the surface. In

addition, dew point temperature is faster reached at the surface, since by night, skin surface temper-

ature drops faster than air surface temperature. Favorable days for dew formation are not perfectly

represented by fulfilling the atmospheric conditions of tas ≤ Td. In fact, air surface temperature is not

an ideal approximation for skin surface temperature. By testing additional conditions, we can find
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the best suited approach to represent an estimation of dew days within the given limitations.

Indeed, a comparison between the modeled data to observation studies showed that by slightly ad-

justing tas, a better representation of estimated dew days can be achieved. Therefore, a less stringent

temperature condition is applied than in the former condition (c.1). Instead of tas ≤ Td the temper-

ature condition is set to tas − α ≤ Td so that the air temperature reaches the dew point temperature

faster. α are values between 0.2°C to 5.0°C. Figure 1c shows an example with α = 1.6°C. The evalu-

ation of the best suited α is statistically evaluated which is described in Section 2.2.3.

Additionally, the correction of tas covers atmospheric conditions with relative humidity below 100%.

As mentioned above, the probability of dew formation starts to increase when relative humidity at

two meter height is above 73% (Aguirre-Gutiérrez et al., 2019). It is possible that dew can form even

when tas is slightly larger than Td.

This condition also excludes time steps with precipitation for reasons mentioned above (Fig 1c). It

can be summarized as:

tas − α ≤ Td ∩ no precipitation (c.2)

It will be referred to as tas − α ≤ Td from now on.

The above defined conditions (c.1 and c.2) are only tested on time steps when temperatures are above

or equal to zero degrees Celsius, and there is no rain. The number of days that are tested on the

condition (c.2) is later referred to as the number of counted days. The number of counted days in-

creases with time due to climate change. This affects also the estimated dew days. With an increasing

number of counted days, more days are tested if the condition is fulfilled. Therefore, estimated dew

days can simply increase due to more opportunities. To negate this effect, the estimated dew days

can be calculated relative to counted days. This ratio shows whether the change in dew days with

time is because of a changing number of counted days or due to a change in atmospheric conditions.

In other words, when the ratio of estimated dew days relative to counted days shows an increase, we

can assume that the rise in dew days is due to changing atmospheric conditions.

2.2.3 Evaluation and bias-correction

In order to evaluate the estimated dew frequency, historical model data from 1980 to 2010 is compared

to observational data on dew frequency from different studies (Ritter et al., 2019; Dou et al., 2021;

Aguirre-Gutiérrez et al., 2019). All studies together count 628 stationary data points all of which
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Figure 2: The locations of the stationary data points from the different studies, whereas blue represents (Dou et al.,
2021), green (Aguirre-Gutiérrez et al., 2019), and orange (Ritter et al., 2019).

provide the annual number of dew days. The locations of the stations are shown in Fig. 2.

Since annual observations do not overlap exactly with modeled data results of estimated dew days,

and the different studies do not provide the same temporal coverage, the annual mean of the model

output is compared to the corresponding annual mean of the observation of the specific grid cell. Note

that the observation data is at a particular location, but the model represents this location using a

mean of an area represented as grid cell. The resolution of the models is shown in Tab 1 i. When

two or more meteorological stations are represented in one grid cell, the mean of dew days across

the stations is considered when comparing it with the modeled dew days. This helps to obtain more

robust results.

Statistical methods and the evaluation of the condition

In order to test and quantify the agreement of the modeled condition with the observations, various

statistical analyses are applied, such as the linear regression, Spearman correlation, correction based

on ordinary least squares correction (see Fig. 3 and 4; all conditions are shown in the Section 7,

Supplementary Figure 1), and a Kolmogorov-Smirnov test. The statistical methods are discussed in

the following sections.

First, to test the relation between observation and the modeled data, a linear least-square regression

analysis is performed, using the modeled results of each defined condition in relation to the observation

data. By computing the regression line, the best linear fit between the variables is estimated.

However, even with a well fitting line, the data may have a systematic error. This is the bias and is

calculated by the difference from the mean of the observation to the mean of the modeled data points

(bias = observation − model = y − x). It is an indicator of the offset from the observation to the

modeled data. In other words, the variables are linearly dependent, but there is a systematic deviation

from the modeled data to the observation, which is shown in a highly positive or highly negative bias.

Besides the linear regression, the Spearman correlation coefficient (ρ) is computed to measure the

interdependence of the modeled data to the observations. A non parametric correlation coefficient
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Figure 3: Scatterplot and statistical analysis of the models (x-axis) and observations (y-axis) including the histogram.
For α = 0.0,1.6,5.0 from top to bottom. Modeled data are shown in blue, data after the bias-correction in light blue,
and observations in gray. The following models are shown from left to right: ACCESS-CM2, BCC-CSM2-MR, and
CMCC-CM2-RS5.
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Figure 4: Scatterplot and statistical analysis of the models (x-axis) and observations (y-axis) including the histogram.
For α = 0.0,1.6,5.0 from top to bottom. Modeled data are shown in blue, data after the bias-correction in light blue, and
observations in gray. The following models are shown from left to right: CMCC-ESM2, EC-Earth3, and GFDL-ESM4.
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method is used, since the data is not normally distributed. ρ is a value between -1 to 1, with negative

values for a negative correlation and positive values for a positive correlation. The significance level is

expressed as p-values (here p − value < 0.05). To have a robust condition, ρ is supposed to be strong

with a small bias.

The Kolmogorov-Smirnov test (KS) quantifies the offset of the cumulative density function of two

distributions. The KS statistics indicates if the tested two variables show an equal distribution. When

the value is small, it means that the two variables have a similar distribution. An additional low

significance level shows that the variables are not from the same distribution. In other words, if the

distribution of two data sets overlap but have different origin, KS is small and not significant.

The Spearman correlation (ρ) of the modeled data to the observation data can be strengthened with

the correction of tas (Fig 3 and 4). The correction is done by subtracting a factor α of tas (c.2:

tas − α ≤ Td, shown in Section 2.2.2). ρ ranges from 0.1 without correction of tas and up to 0.7 when

tas is corrected by α = 5.0. It varies only slightly among models regarding a given α.

On the other hand, the bias is negatively affected by the correction of tas. It decreases from around 50

to -200. This implies that the offset between modeled data and observations increases due to higher

correction, even though the correlation strengthens. Additionally, the distribution of the modeled

values poorly overlaps with the observation’s distribution (Fig. 3 and 4). Moreover, the overlap worsens

with a higher correction of tas. The higher α is, the more spread out is the modeled data.

Bias-correction

In order to achieve better results, the bias is further corrected by multiplying the modeled data with

a factor β as follows:

̂dew daysbias−corrected = dew days × β (6)

The correction is based on the ordinary least-square method with which a factor β is estimated for each

condition. β can correct the bias and, therefore, the distribution to become closer to the observation

values. The bias-correction factor (β) for each condition is shown in Fig. 3 and 4.

By applying the bias-correction (Eq. 6) on the data, the bias is further reduced. Figure 5b illustrates the

improvement of the correction on the bias from non bias-corrected (shaded colors) to bias-corrected

data. With increasing α, the corrected bias is decreasing, and the offset to the observation data

decreases. Moreover, bias-correction leads to a better fit between the distribution of the modeled data

and observation for all models (Fig 5c).

Although α = 5.0 is the best fit considering ρ and the corrected bias (Fig. 5a and b), the corrected

distribution of the model fits the distribution of the observation poorly (Fig 5c). The Kolmogorov-
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Figure 5: Relationship of α (tas−α ≤ Td) for the different condition (x-axis) to a) the Spearman correlation coefficient
(ρ), b) the bias before correction (shaded) and after correction, c) Kolmogorov-Smirnov test with logarithmic scale before
bias-correction (shaded) and after bias-correction, and d) the p-value of Kolmogorov-Smirnov test after bias-correction.
The multi-model mean is shown as black squares, and the models are differently colored dots.

Smirnov test reveals the condition tas − α ≤ Td after bias-correction as best fitting distribution, with

KS statistic in average around 0.1 with a non significance level (p − value > 0.02). The high p-value

indicates the different origin of the modeled and observational data.

In summary, the different statistical methods revealed that α = 1.6 (tas − 1.6°C ≤ Td) best represents

the observations after bias-correction. tas correction of α = 1.6 has a high correlation coefficient ρ

across all models. Additionally, the bias after the bias-correction is between 4.5 to 7.5, and KS test

indicates this condition as the best fitting distribution. The condition tas − 1.6°C ≤ Td is used for

further calculations of the favorable conditions for dew days.

2.2.4 Post-processing

Before analysing the data, it has been post-processed as follows.

Weights

To properly calculate a mean over a certain area on a globe, the grid cell must be weighted according

to its size, since the area of a grid cell is shrinking with increasing latitudinal degrees. Additionally,

the land fraction must be taken into account because in coastal areas the grid cell includes water which

results in a lower area where dew can form. The data is weighted accordingly. Usually, the variables
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are provided as sftlf for land fraction and areacella for cell area (references according to model output

Tab. 1).

Since there is no model output of BCC-CSM2-MR, which would provide the variable for weighting

(areacella and sftlf), it must be additionally calculated. The land fraction is determined by the variable

ra which is indicative for Land Carbon Mass flux by plant respiration (Wu et al., 2018a). Next, the

area per cell is calculated according to the following equation:

areacella = cos(lat)

∑ cos(lat)
⋅ Atot

longitudinal resolution
. (7)

The total surface area (Atot) of the Earth (5.1009 ⋅ 1014m2) is calculated by the mean of the total

surface area of the models ACCESS-CM2, CMCC-CM2-RS5, CMCC-ESM2, and GFDL-ESM4.

Multi-model mean

As already mentioned, models within CMIP6 are based on a similar framework so that a multi-model

mean can be done to provide more robust outcomes.

In order to calculate the multi-model mean, the models are regridded to the same spatial resolution

with a bilinear interpolation method, since it is a two-dimensional grid. In this case, the new grid cell

resolution is set to 1.2500° × 1.8750° (lat× lon), according to the lowest spatial resolution of the six

models (ACCESS-CM2). After regridding all models, a mean of the models is calculated for each grid

cell and time step.

3 Results and Discussion

This section shows and discusses the results of the analyzed data. First, the climatology of dew days is

exposed. Then the global change in favorable conditions for dew days is presented by global trends and

global patterns. The latter case considers the model differences and the changes relative to countable

days. The second part discusses changes in the estimated number of dew days in the zonal mean and

the different biomes. Last, the seasonal changes in the Amazon are analyzed in more detail.

3.1 Climatology of estimated number of dew days

The estimated dew days occurrence differs globally (Fig. 6). A distinctive pattern can be seen, which

is noticeably similar to global temperature and humidity (IPCC, 2021; Byrne and O’Gorman, 2013).

On the one hand, dew mostly occurs in the Tropics due to the high temperatures and relative hu-

midity. On the other hand, dew frequency is low in warm and dry areas, such as the Middle East,
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Figure 6: The multi-model mean of the global dew occurrence in 1950-1980.

North Africa, and Australia. Even though in the previously mentioned areas, the amplitude of the

diurnal temperature range is large (Lindvall and Svensson, 2015), the amount of water vapor seems

to be too small to reach dew point temperature at night. This indicates that relative humidity plays

an important role in dew formation in warm areas.

An intermediate to low number (e.g., 10 - 60 dew days per year) of estimated dew days occurs in

temperate zones (Fig. 6). Besides temperature and relative humidity, dew occurrence depends on the

number of counted days in this area. An example is the Eurasian mid-latitudes, where the westerlies

influence the weather. The winds bring humid air to the continent, which is favorable for dew to form.

Nevertheless, the further inland, the dryer air gets, and dew occurrence decreases with distance to the

ocean. North Europe shows less estimated dew frequency since there are more days with temperatures

below 0°C and, therefore, fewer dew opportunities.

A low estimated number of dew days is also noticeable in the northern high latitudes (Fig. 6). The

estimated number in this area is controlled by the counted days. Temperatures are more often below

0°C than in lower latitudes. In other words, dew frequency is lower due to fewer opportunities for dew

to form.

The climate influences the biomes, where land and atmosphere constantly exchanging water. In gen-

eral, temperature influences the water vapor-pressure deficit (VPD = es − e) in the atmosphere. VPD

increases with higher temperatures; this induces a higher evapotranspiration rate (Dai et al., 2018).

Besides temperature, vegetation cover can also influence the evapotranspiration rate (Wang et al.,

2018; Zha et al., 2010). The higher the vegetation cover fraction, the higher the evapotranspiration

(Wang et al., 2018). Evapotranspiration, or rather VPD, influences favorable conditions for dew forma-
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Figure 7: The multi-model mean of a) the global map of the biomes based on MODIS data (Tab. 1i) and b) the
weighted distribution of estimated dew days regarding biomes as annual average in 1950-1980.

tion. The evapotranspiration based on vegetation cover seems to be similar to our results (Fig.7a,b).

The conditions for increased evapotranspiration rates favor dew formation with low VPD, i.e., high

relative humidity.

Figure 7b shows the estimated dew frequency for the different biomes. The discussed biomes are based

on the MODIS data (Section 2.1.2) and do not fully coincide with the modeled land cover but reflect

the actual land cover found today. The figure illustrates that high-density vegetation covers, such

as tropical forests, show a high estimated dew frequency. On average, there are 70 days per year

favorable for dew formation. Depending on the location, the number of dew days varies between 0

to 100. Grass and crops, tundra, semiarid ecosystems, and extratropical forests show close results in

estimated dew days. The differences between the biomes of grass and crops and extratropical forests

may be explained by agricultural farming. After crop yield, dew fall events drop dramatically (Xiao

et al., 2009).

As mentioned above, extratropical forests show more similar dew frequencies to grass and crop land

and tundra rather than to tropical forests. This is mainly due to the temperature differences between

extratropical and tropical forests but may also be partly explained by the vegetation type. Extrat-

ropical forests include deciduous forests as well as evergreen vegetation, where the latter has lower

evapotranspiration rates than deciduous forests in a subhumid region or grassland in a semiarid region

(Zha et al., 2010). This difference between the two evapotranspiration rates of one biome decreases the

total evapotranspiration over some areas of extratropical forests during summer compared to tropical

forests.

The evapotranspiration rate might not fully explain the difference in estimated dew days between
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extratropical and tropical forests. However, evapotranspiration might be a more important driver in

water-limited areas than in non-water-limited areas in the mid-latitudes. Therefore, vegetation-driven

evapotranspiration rates might be less important in extratropical forests than in tropical forests during

the dry season.

Besides evapotranspiration, a large seasonal temperature change influences northern areas covered in

extratropical forests, grass and cropland, or tundra, unlike tropical forests. The low winter tempera-

tures in the northern areas decrease the counted days and, therefore, the possible number of dew days

(Section 2.2.2).

In summary, dew highly depends on the climate associated with temperatures and relative humidity.

Besides the given climate, other factors, such as vegetation cover, additionally influence favorable con-

ditions for dew formation. A high fraction of land cover may positively affect the estimated number

of dew days. All in all, climate and vegetation cover may influence the favorable conditions for dew

formation.

Overall, our results in estimated dew frequency coincide with the study of Vuollekoski et al. (2015),

one of the few studies which model dew frequency based on climate data on a global scale. For

the multi-model mean, the global results are underestimated for the period 1979-2012 in comparison

to Vuollekoski et al. (2015) (shown in Fig. 8 for the summer months). However, Vuollekoski et al.

(2015) model the potential dew on artificial surfaces optimized for dew to form. Hence, dew can be

expected more frequently than on natural surfaces. Additionally, less seasonal variability is shown by

Vuollekoski et al. (2015) compared to this study. The differences could be based on the validation

data. The physical characteristics for dew formation that apply to a certain region do not always

apply everywhere (Yu et al., 2020). Although the mean of the estimated dew frequency differs be-

a) b)
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Figure 8: a) Seasonal mean of dew frequency from 1979-2012 (June, July and August ’JJA’) in comparison to b)
Vuollekoski et al. (2015) dew frequency on artificial surfaces (Figure retrieved from Vuollekoski et al. (2015); Fig 4). Note
that the color axis differs.
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tween Vuollekoski et al. (2015) and this study, the spatial pattern is consistent. Altogether it can be

concluded that the results of the estimated dew days are within a reasonable range.

3.2 Global change in estimated dew days

First, the global trend of estimated dew days is shown. As the global trend is a summary of the regional

trends, we next discuss the global pattern of change. This is initially divided into two sections, with

model robustness being discussed first. The detection of robust areas helps to assess the results of

further analysis. The last subsection looks at global patterns and how they change from different

perspectives.

3.2.1 Global trend in estimated dew days

The global mean of the estimated number of dew days is analyzed using the models’ time series and

the multi-model mean. The results show a globally increasing trend in the estimated number of dew

days per year. For the period 1950 - 2100, the weighted global mean is depicted in Fig. 9 where panel

a) shows the absolute number and panels b) - f) show their relative values.

The global multi-model mean shows a slight increase in dew days per year of about 4 days from 1950 to

2100 (Fig. 9a and b). Almost all models agree on the globally increasing trend except ACCESS-CM2,

which indicates a decrease of 2%. However, when the change is relative to the number of counted days

in a year, three out of six models show a global decrease in dew days, whereas the multi-model mean

has no major change with time (Fig. 9c).

The shift from an increasing to a decreasing trend (Fig 9b to c) is the result of the growing number

of counted days (Fig. 9d). In other words, the increase in estimated dew days for the two models

(BCC-CSM2-MR, GFDL-ESM4) mainly occurs due to more days at which dew can form, whereas

the other models keep the trend, even though the number of countable days increases. It indicates

an increase of dew days regardless of the number of counted days for the models but BCC-CSM2-MR

and GFDL-ESM4.

When only the number of counted days is considered, a clear upward tendency across all models is

noticeable (illustrated in Fig. 9d). The multi-model mean shows a rise of around 5%. The temperature

has a higher influence than days without precipitation (Fig 9 e and f); mainly because temperature

increases globally, whereas precipitation has a second-order change with increasing temperatures (Dou-

ville et al., 2021).

Even though the temperature increases globally (IPCC, 2021), mid- to high latitudes are most affected
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Figure 9: Weighted global mean of the number of days favorable for dew formation per year from 1950 - 2100. The
Figure shows a) the absolute annual number of estimated dew days, b) the relative number of dew days, c) the number
of dew days relative to counted days, d) the number of counted days, e) days with temperatures above 0°C, and f) days
without precipitation. The panels d) - f) are shown as relative changes.

by the increasing number of days with temperatures above 0°C (not shown). Nowadays, temperatures

in these climate zones are often below freezing point. With a warmer climate, this number will de-

crease. With the increase in days with temperatures above 0°C, there are more countable days and,

hence, more possibilities for dew to form. Indeed, Fig. 10 indicates that these areas show a high in-

crease in dew days. The possible increase in dew might be based on the framing of the condition

(Eq. 5). With Equation 5, temperature conditions below freezing point are excluded and, therefore, do

not fulfill the condition for dew formation of this master’s thesis. However, dew may still be present

but in the form of frost. So with warming temperatures, frost days may decrease in favor of dew days.

In the multi-model mean, slightly fewer days without precipitation are expected with time (Fig 9f).

This coincides with Lee et al. (2021). The trend in this master thesis is less pronounced since the

days without rain are counted instead of quantifying precipitation. This herein sets a threshold for

precipitation based on meteorological data (see Section 2.2.2). This may be less sensitive in detecting

precipitation changes since values below the threshold are not considered. However, there is no need

to quantify precipitation changes regarding the counted days.
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Figure 10: The multi-model mean of the estimated change in dew days from 1950-1980 to 2070-2100.

There is a disagreement in the trend in days without precipitation among models. Besides the spatially

different tendencies in non-rainy days, the challenging dynamics of the water cycle change influence the

modeled results. There are regions with intermediate certainty of changes in precipitation (Douville

et al., 2021).

Besides the clear increase in dew days above 45°N, there are spatially different trends (Fig. 10). It is

noticeable that the Southern Hemisphere is dominated by a decrease in estimated dew days, whereas

the area between the equator and 45°N shows both an increase and decrease in the estimated dew

frequency. The deviating regional changes in a model can influence the global trend. In Figure 9a and

b, the differences in the trend of the estimated number of dew days are depicted.

Furthermore, in situ studies show different trends in dew frequency (Hao et al., 2012; Dou et al., 2021;

Feng et al., 2021). On the one hand, increasing temperatures are disadvantageous for dew formation

due to decreasing relative humidity (Dou et al., 2021; Feng and Fu, 2013). On the other hand, the

warmer temperature during the day creates a higher amplitude in the diurnal temperature cycle. In

warmer conditions, the atmosphere can hold more water vapor (Hao et al., 2012). This helps to reach

dew point temperature by night faster and can enhance dew formation.

The measurement of dew is difficult, and the results highly depend on the calibration and definition of

dew (Agam and Berliner, 2006). The disagreement not only emphasizes the importance of normalizing

the measurement method for dew but also that dew formation and its change depend on the location

(Yu et al., 2020).

In summary, although the modeled data show a small increase in the global estimated number of

dew days (Fig. 9), there are strong changing trends on a local scale (Fig. 10). The global mean in



3 Results and Discussion 3.2 Global change in estimated dew days 23

the number of counted days increases with time. These days are influenced by both temperature

and precipitation in latitudes above 30°N and below 30°S. Between 30°N and 30°S, only precipitation

influences the counted days.

3.2.2 Global patterns and model differences

The global mean summarizes local changes. To better understand the overall trends, the global pattern

is analyzed as change in the annual mean of estimated dew days from the periods 1950-1970 to 2070-

2100 (Fig. 11).

In general, the Northern Hemisphere indicates a clear increase in the annual mean of estimated dew

days with maxima in the subpolar regions (Fig. 11). A declining number of dew days is mostly located

in the Southern Hemisphere with few exceptions, such as the Mediterranean, western and central

Europe (except for EC-Earth3), as well as parts of Southeast Asia. However, there are disagreements

across the models, for example, in Central and North America and the African Tropics. A strong

agreement on the decrease in estimated dew days is shown in the Amazon, in parts of Southeast Asia,

and parts of southern Africa.

Three rather prominent patterns are distinguishable across the models regarding the estimated dew

days. ACCESS-CM2, BCC-CSM2, and GFDL-ESM4 show a clear decrease in Africa with a slight

increase in parts of the Subsahara, while in contrast, CMCC-CM2-RS5 and CMCC-ESM2 predict an

increase around the Congo Basin, whereas EC-Earth3 does not predict any declining trend in Africa

north of the equator except in the coastal areas. Moreover, EC-Earth3 is the only model which expects

an increasing trend in central Europe. Further, the trend at the eastern coast of India is divided into

a rise in estimated dew days (CMCC-CM2-RS5, CMCC-ESM2, and EC-Earth3) and a decline or a

patchy pattern (ACCESS-CM2 and BCC-CSM2-MR or GFDL-ESM4).

CMCC-CM2-RS5 and CMCC-ESM2 were simulated with the same atmospheric model (Tab 1) and,

thus, show very similar results. ACCESS-CM2, BCC-CSM2, and GFDL-ESM4 disagree in some

areas (e.g., North America or Australia). Nevertheless, the overall pattern matches well. EC-Earth3,

however, deviates from the other models in many regions.

The deviation among the models is not only based on the different boundary settings of the used

climate models but may also originate partly from biased climate outputs. For instance, in India,

ACCESS-CM2 is negatively biased in precipitation (Bi et al., 2020), which could lead to a higher

number of countable days, i.e., more possible days for dew to form. Additionally, BCC-CSM2-MR

shows a warmer air surface temperature in comparison to ERA-Interim reanalysis (Wu et al., 2019),
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Figure 11: Change of the annual number of estimated dew days from 1950-1980 to 2070-2100. All models are shown
alphabetically from the top left to the bottom right panel.
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and CMCC-CM2-RS5 as well as CMCC-ESM2, show a cold bias in air surface temperature (tas)

(Cherchi et al., 2019). The latter case could be more favorable for dew due to a faster reached dew

point temperature. Therefore, the differences, e.g., in India, may partly be explained by a bias in

either tas or precipitation.

Additionally, CMCC’s models are negatively biased in temperature in areas starting north of the

Congo Basin toward 30°N (Cherchi et al., 2019), i.e., there are reportedly warmer temperatures than

simulated in the models. It is within the realm of possibility that the resulting increase in estimated

dew days is less concise since, with colder temperatures, dew point temperature can be reached faster.

Yet, considering air surface temperature by itself is not a very robust evaluation for dew formation.

According to Döscher et al. (2022), EC-Earth3 has a rather robust precipitation pattern but with some

difficulties in parts of the tropics, like the majority of the other models (Bi et al., 2020; Wu et al.,

2019; Cherchi et al., 2019). As already mentioned, precipitation influences the number of countable

days. If the models overestimate the countable days (negative precipitation bias), there are more

possibilities for dew to form and vice versa. A bias is detected in the historical period and may not

apply to projections. So in these areas, changes must be viewed more cautiously.

In summary, models show differences regarding regional changes. However, matching patterns are

distinguishable across the models with different atmosphere circulation model. Some models show

more similarities than others. ACCESS-CM2, BCC-CSM2, and GFDL-ESM4 show more similarities

than CMCC-CM2-RS5 and CMCC-ESM2, and EC-Earth3 shows the strongest divergence from all

models.

3.2.3 Global patterns relative to counted days

Countable days can influence the results on estimated dew days in some areas, as mentioned in Sec-

tion 3.2.2. Figure 12 illustrates that especially the Amazon, the tempered zone of Eurasia, and the

Eastern USA are influenced to a certain extent, as shown by the change in estimated dew days rela-

tive to counted days from 1950-1980 to 2070-2100. The shown multi-model mean includes stippling

in areas where all models agree on the change.

The three models ACCESS-CM2, CMCC-ESM2, and EC-Earth3 are chosen each to represent the

above mentioned groups of models and their patterns. In addition, they represent different trends in

the global mean; CMCC-ESM2 and EC-Earth3 show an increasing trend, whereas ACCESS-CM2 has

a declining trend in estimated dew days (Fig. 9c).

In contrast to the estimated change in Fig. 11, the change relative to counted days in the estimated
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Figure 12: Change of the climate in the annual number of estimated dew days relative to counted days from 1950-1980
to 2070-2100. The top left panel depicts the multi-model mean, the top right panel shows the model ACCESS-CM2 (rep-
resentative for BCC-CSM2-MR and GFDL-ESM4), the bottom left panel shows the CMCC-ESM2 (also representative
for CMCC-CM2-RS), and the bottom right panel depicts EC-Earth3. The stippling in the panel with the multi-model
mean indicates areas where all models agree on the trend.

dew formation is evolving towards a negative number in the Eurasian temperate zone and Eastern

USA (Fig. 12). It is assumed that the temperature greatly impacts the estimated dew days above

45°N. Warming in such regions influences the contrasting responses of the models in estimated dew

days above 45 °N by two factors. First, there are more days on which dew can even form because

the number of days with temperatures above 0°C increases. This results in an overall increase in the

absolute number of dew days shown in Fig. 11, whereas there is a decrease in the number of dew days

relative to the counted days (Fig. 12) in the model groups of ACCESS-CM2 and CMCC-ESM2. Sec-

ond, the Clausius-Clapeyron equation shows that the water holding capacity increases with warmer

temperatures. For temperatures in low ranges, saturation vapor pressure (es) does not increase as fast

as temperature, so that dew point temperature (Td) is reached faster than in already warm areas. This

condition is more favorable for dew formation. However, the faster reached dew point temperature

may appear mainly in Eastern Asia as well as North America, where an increase in relative humidity is

predicted (Byrne and O’Gorman, 2013), and less in the noted area in tempered Eurasian of decreasing

dew frequency. According to Byrne and O’Gorman (2013), the noted area shows a declining relative

humidity which is less favorable for dew formation. In other words, the estimated increase in dew days



3 Results and Discussion 3.2 Global change in estimated dew days 27

Figure 13: a) Bias of EC-Earth3 compared to the multi-model mean in the average of dew days relative to counted days
and b) EC-Earth3 model bias compared to ERA5 ensembles in air surface temperature (Figure retrieved from Döscher
et al. (2022); Fig, 5) Please note that a) is in days / year (%) and b) in Kelvin. c) shows the bias of EC-Earth3 to
multi-model mean in mean of number of days with temperatures above 0 °C of the period 1950-1980 and d) the period
2070-2100.

in Eurasia (Fig. 11) is partly due to the increasing number of counted days (Fig. 12). The number of

estimated dew days even decreases partly in this area (Fig. 12), which is possibly caused by a lower

atmospheric water vapor availability (Byrne and O’Gorman, 2013).

Contrarily, EC-Earth3 shows a strengthening in the number of estimated dew days across Eurasia,

even though there are higher numbers of counted days in the second period (2070-2100) compared

to the first period (1950-1980). The increase is possibly influenced by a negatively biased air surface

temperature in the historical period (Döscher et al. (2022), Fig. 5b; Fig. 13). Figure 13a illustrates

that the deviation in estimated dew days of EC-Earth3 from the multi-model mean overlaps with

the model bias in tas in Eurasia (Fig. 13b orange circle). In the historical period (not shown), the

deviation in estimated dew days of the model EC-Earth3 from the multi-model mean is negative. It

turns positive in the projected period (Fig. 13a). The cold bias may only affect the historical period,

since the deviation of EC-Earth3 from the multi-model mean in days of T > 0°C is negative (Fig 13c),

but T > 0°C shows a positive deviation in the projected period (Fig 13d).

The change (from Fig 13c to d) indicates stronger warming in the noted area in EC-Earth3. The
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initially colder temperature in EC-Earth3 may be no longer expected in the projection. This indi-

cates a stronger temperature increase than projected by other models. In the case of EC-Earth3, the

apparently stronger temperature increase compared to other models may be followed by a stronger

increase in atmospheric water vapor. These conditions and the high diurnal temperature range in high

latitudes are favorable for dew to form, and therefore, EC-Earth3 shows a stronger increase in dew

days.

A somehow similar effect can be assumed on the West coast of North America Fig.13 black circle). In

this case, the cold bias may still be in the projected period (Fig.13d). This then could cause the lower

number in estimated dew days of EC-Earth3 than the multi-model mean (Fig.13a). This coincides

with the above stated assumption that dew days may increase stronger, due to a supposedly stronger

increase in temperature.

It can be concluded that the stronger increase in the number of estimated dew days of EC-Earth3 in

comparison to other models may be due to the stronger increase in temperature. EC-Earth3 is the

only model showing such a strong increase in dew frequency. In combination with the reportedly cold

bias, one can assume that in EC-Earth3, the change might be overestimated.

Unlike the increasing trend in Eurasia, there is a robust decrease in estimated dew days in the Ama-

zon which gets even more pronounced when only the counted days are considered. The decrease in

countable days originates from increased days without precipitation (Fig. 14).

In the Southern Hemisphere, including latitudes up to 30°N, the number of counted days is mainly

determined by the number of days without precipitation, whereas in areas above 30°N, days with tem-

peratures above 0°C have an additional influence. Notably, the models mostly agree on the growth

of countable days in the northern part which is mostly based on temperature increase and decreasing

days without precipitation; however, they strongly diverge in the southern part.

The temperature change mainly affects the counted days in the North, since in the South, there are

only few regions that show temperatures below 0°C in today’s climate; therefore, there is only a minor

change in counted days influenced by temperature.

In summary, the global mean illustrates that dew days increase over time. However, this is mainly due

to the rise in the number of counted days. Even though dew days relative to the number of counted

days do not increase everywhere over time, there are clear tendencies to either decrease or increase

on a regional scale. The models disagree in large parts of the world. However, it can be said that

the declining prediction in estimated dew days is robust in the tropics (such as the Amazon, Congo

Basin, and parts of South East Asia). The increase in the northern subpolar and polar regions is also
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Figure 14: Change in the number of counted days, days with temperature above 0°C, and days without precipitation
on the left are shown as multi-model mean. On the right, the change in days without precipitation is shown for the
models ACCESS-CM2, CMCC-ESM2, and EC-Earth3 from top to bottom.
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a robust feature in the six chosen models. The reasons for the changing trends differ for each region.

The changes in the subpolar regions originate mainly from a higher amount of counted days. The

tropical regions, e.g., the Amazon, actually show a decrease in estimated dew days in terms of both

absolute and relative frequency.

3.3 Zonal and regional trends in estimated dew days

Section 3.2.2 showed that some climate zones are distinguishable within the changing patterns. For

instance, in the areas around the equator, a rather robust negative trend is predicted across all models.

These zones are also indicative of biomes; using the example above, these are mainly regions covered in

tropical forests. First, we look at the zonal mean, and then we analyze the sensitivity of the different

biomes in more detail. The analysis compares the mean of a historical period (p1: 1950-1980) to a

projected period (p2: 2070-2100).

3.3.1 Changes in the zonal mean

The zonal mean is relatively robust across the models, with slightly more differences among the mod-

els in the Southern Hemisphere compared to the Northern Hemisphere, shown in Fig. 15. The figure

shows the multi-model mean, whereas the different models represent slightly transparent lines.

A distinguishable pattern can be identified in the zonal mean, which is based on the average climate

in terms of temperature and water vapor. The number of estimated dew days peaks at the equator

in both periods; in p1, on average, 67 days or 19% and p2 60 days or 15% (Fig 15a+b). It peaks not

only in the multi-model mean but also across all models. This is due to warm temperatures and high

evapotranspiration. The resulting high relative humidity at the equator leads to a favorable condition

for dew to form.

The local minima in estimated dew days are around the subtropics (20°N, 25°S). There, the (tropical)

jets and trade winds cause an influx of dry air, causing a higher water vapor pressure deficit (VPD

= es −e) and, hence, low relative humidity (Byrne and O’Gorman, 2013). In other words, even though

the diurnal temperature cycle in the subtropics has a high amplitude which is favorable for dew, the

relative humidity seems to be too low for dew to form. In this area, both periods show similar values;

therefore, there is no projected change for the future. The estimated dew days increase again in the

temperate zone. It reaches local maxima in the subpolar regions (60°N and 50°S), where the diurnal

temperature cycle has a high amplitude (favorable to reach dew point temperature), and the relative

humidity is higher than in the subtropics (Byrne and O’Gorman, 2013).
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Figure 15: The multi-model zonal mean of the mean over period 1 (1950-1980) in blue, period 2 (2070-2100) in orange,
and the difference of period 1 to period 2 in gray. The variability of the models is shown in a more transparent color. a)
Depicts absolute estimated dew days, b) estimated dew days relative to days in a year, and c) relative to the number of
counted days shown.

Even though the amount of dew days peaks at the equator, the number of estimated dew days mostly

increases (gray) with time in the northern (sub)polar region (+14 days or +4% in multi-model mean,

and +2 to +6% change in the models). The highest decrease in the zonal mean between the two periods

p1 and p2 is at 10°S. The decline is, on average, about 10 days or 2% (multi-model mean), varying

from 1% to 6% depending on the model. Besides this, the negative trend slowly turns into a positive

trend with increasing latitudes around 25°N and 35°S. After a peak, it slowly decreases until zero

change when the polar land area ends.

The resulting increase in the northern (sub)polar zone is already distinguishable in the rise in the

global pattern (Section 3.2.2; Fig. 11) and the decline at the equator. However, the multi-model mean

increase of around 50°S is not clearly noticeable in the global plots; there is only a small patch of land

at the southern end of South America, which does not stand out on a global pattern.

Eventually, considering the zonal mean relative to counted days illustrates that countable days change

to a certain degree, especially in the polar and subpolar regions and at the equator (Fig. 15c). Where

areas between 10 - 25°N and 20 - 30°S do not show a major difference in contrast to Fig. 15b, the

above mentioned areas highly enlarge in percentage in both periods. In both periods, the (sub)polar

zone shows an increase in estimated dew days of + 14% in the Northern Hemisphere and + 17% in the

Southern Hemisphere. At the equator, the percentage changes from 19 to 41% in p1 and 15 to 33%

in p2 (+22% and +18%, respectively).

Although the zonal mean in estimated dew days depends on counted days, the increase from p1 to p2

is steady in (sub)polar regions, and a decreasing trend at the equator is enlarged by around 4%. Here,

the change is due to an increasing number of counted days, particularly those without precipitation.

Thus, some areas around the equator face not only less precipitation but also fewer estimated dew
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days.

A decreasing number of estimated dew days can be caused by a drier atmosphere. For instance, the

negative trend in estimated dew days between 5°N to 25°S overlaps with the predicted decrease in

relative humidity (Byrne and O’Gorman, 2013, 2016; O’Gorman and Muller, 2010). Among other

latitudinal zones, Byrne and O’Gorman (2016) conclude a decrease of about -0.5% to -1% °C−1 over

land from 1976-2005 to 2070-2099. Moreover, Simmons et al. (2010) already show a decline in relative

humidity in the equatorial regions between 1989-1998 and 2004-2008.

There is a disagreement at latitudes above 60°N, where O’Gorman and Muller (2010) do not report

a decrease in relative humidity over land, which would support the increasing trend in estimated dew

days. On the other hand, Byrne and O’Gorman (2016) project a decrease in relative humidity by

-0.3% for each 1°C warming compared to the historical period in zonal mean.

The disagreement indicates the difficulties in explaining the change in estimated dew days when simply

considering atmospheric water vapor. Thus, an additional driver, such as temperature, must be con-

sidered in the polar region. Indeed, not only atmospheric dryness is important to analyze but also the

diurnal temperature cycle and the associated surface cooling. The daily temperature range is driven

by many factors, such as cloud cover, greenhouse gases (including water vapor), or evapotranspiration.

In high latitudes, a lower temperature range in winter is expected. This might be associated with

a higher cloud cover, but in summer, the diurnal temperature cycle will be more pronounced in the

future (Lindvall and Svensson, 2015). According to Lindvall and Svensson (2015), the minimum tem-

perature is influenced by a lower cloud cover which is favorable for surface cooling at night. Since

these regions mostly have temperatures below 0°C in winter, the days may only account for a small

number of dew days (given by the herein set restrictions). The lower temperature range in winter

has only a minor effect on the change in the estimated number of dew days. Nevertheless, the higher

temperature range in summer could positively influence the estimated dew days. In other words,

increasing summer temperature ranges associated with a low fraction of cloud cover may be more

influential on dew formation than decreasing temperature ranges in winter.

Indeed, surface cooling and, therefore, the interaction between the diurnal temperature range and

cloud cover is one of the main drivers for dew formation. Vuollekoski et al. (2015) concluded that

dew formation is mainly inhibited by too little surface cooling due to cloudy or foggy conditions. It is

important to note that the aforementioned study relates to dew formation on artificial surfaces, and,

therefore, it may differ slightly from natural surfaces. However, similar to dew formation on artificial

surfaces Ritter et al. (2019) agree on the latter in natural environments. Fog and cloud cover are asso-

ciated with atmospheric water vapor. The nonclear sky inhibits longwave radiation from escaping and
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can cause a warming atmosphere. As a result, the higher atmospheric water vapor may inhibit surface

cooling. In view of this, the potentially slower increase in specific humidity compared to temperature

may influence the cloud cover. Lower cloud fraction affects the surface cooling less negatively. This

then may be beneficial for dew formation at high latitudes in regions above 60°N.

In summary, the most pronounced changes are in the tropics and the northern polar regions. The

tropics show a decrease in estimated dew days from 1950-1980 to 2070-2100. The decrease is expected

to be caused by a drying of the atmosphere. The northern high latitudes show an increase in estimated

dew days with time. The supposed decrease in relative humidity (Byrne and O’Gorman, 2016) may be

beneficial for radiative cooling and can thereby enhance dew formation (Ritter et al., 2019; Vuollekoski

et al., 2015).

3.3.2 Impact of different biomes on dew frequency

The zonal mean is indicative of different climate characteristics based on the latitudinal location.

However, climate and, thus, vegetation strongly depend on local features, and anthropogenic climate

change makes some areas more sensitive to dew formation than others. In order to understand these

effects better, this section focuses on biomes grouped by distinguishable ecosystems. The locations of

the different biomes are defined according to satellite data (Section 2.1.2).

In general, an increase of estimated dew days occurs in biomes predominant in the Northern Hemi-

sphere above 24°N (Fig. 16). Between 50%-75% of grass and crops and at least 75% of tundra and

extratropical forest areas are affected. Areas in the tundra show the highest increase across most mod-

els (except EC-Earth3). The boxplots for each model in Fig. 17 show the distribution of the change

in estimated dew days from p1 (1950-1980) to p2 (2070-2100) for the different biomes.

The increasing trend of dew days in the temperate North is partly due to the rising temperature and

the number of counted days, as already discussed in Section 3.2.3. Note that this mainly applies to

areas in extratropical forests. This leads to the hypothesis that there might be a kind of vegetation

feedback on dew formation.

In general, the VPD increases with higher temperatures which induces a higher evapotranspiration

rate (Dai et al., 2018). In biomes such as the tundra, the potential evapotranspiration increases (Scheff

and Frierson, 2015) and, thus, might shrink the VPD in the atmosphere because, on average, enough

water will be available to keep up with it eventually. There is an ongoing exchange of water between

the atmosphere and soil. The evaporating soil moisture keeps the relative humidity high enough for

favorable dew conditions, even though the temperatures increase faster than the specific humidity (as
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Figure 16: The map of biomes based on MODIS satellite data (Section 2.1.2).

discussed in Section 3.3.1).

Although the evapotranspiration rate depends on the vegetation cover, the prominent vegetation cov-

ers in the North (e.g., grassland and summer green forest) show similar evapotranspiration rates among

themselves except for coniferous forests (a subgroup of extratropical forests) (Zha et al., 2010). They

show lower evapotranspiration rates, especially in water-limited regions (Zha et al., 2010). However,

the northern areas are predicted to get wetter in the future (Cook et al., 2020; Scheff and Frierson,

2015) with increasing water runoff, but a projected decrease in soil moisture (Cook et al., 2020).

Evapotranspiration may contribute to the increase in estimated dew frequency in areas above 24°N,

but the difference in the extent of increase among vegetation types in this area is not explained.

Further, the diurnal temperature range may influence the estimated number of dew days (as already

discussed in Section 3.3.1 with a focus on high latitudes). Lindvall and Svensson (2015) suspect a

smaller amplitude over coniferous forests in the Northern Hemisphere in future winters. They further

state a contrary projection for coniferous forests in future summers, i.e, a favorable condition for

dew days due to larger diurnal temperature cycles. This might affect all extratropical forests in the

Northern Hemisphere since they usually consist of mixed forests. As already discussed in Section 3.3.1,

we assume that the summer months have a stronger influence on the dew days frequency than the

winter months. In winter, the lower amplitude correlates with an increase in the minimum tempera-

ture. The increase is influenced by downwelling longwave (Lindvall and Svensson, 2015). The rise of

minimum temperature causes an increase in counted days. The results show an increase in dew days,

but extratropical forests seem more sensitive to the change in counted days than other biomes. The

projected smaller temperature amplitude over coniferous forests than other biomes may partly explain

the higher sensitivity of dew days in northern forests in the future, particularly in Eurasia. However,

it is difficult to assess the driver explicitly. The changes are influenced by many different drivers and

their feedback mechanisms, which need to be analyzed separately.

Concretely, it can be said that there is a clear increase in dew days in the tundra, the extratropical
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Figure 17: The absolute change of the climatic mean in dew days for each grid cell according to the biome from
1950-1980 to 2070-2100. All models are alphabetically listed. The data excludes the Antarctica.

forests, and in grass and crops in the Northern Hemisphere. In extratropical forests, the increase in

minimum temperature in winter increases the number of counted days, and thus, affects the estimated

number of dew days.

The biomes are sensitive to changing conditions. An ecosystem can either be positively or negatively

affected. For instance, higher dew occurrence can result in lower crop yields since, in humid areas,

the probability of pests and plant diseases increases (Nath, 2021). On the other hand, dew can be of

value in rather water-stressed areas as an additional water source (Yokoyama et al., 2021), whereby

these areas can be relieved to a certain extent (Berry et al., 2019; Kidron and Starinsky, 2019).

Ahlström et al. (2015) defines arid regions, urban build-ups, and ice-covered regions as sparsely vege-

tated areas. Interestingly, summarized as biome, they show similar trends to the previously discussed

biomes. In 50%- 75% of these areas, the number of dew days increases (Fig 17). The considered

CMCC models show a decrease in estimated dew days only in 25% of the area. The other models

show a decrease in dew days in 50% of the areas, where half of this 50% shows almost no decrease.

Antarctica is a distinguished ecosystem, therefore, not included in sparsely vegetated areas in this
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analysis. Antarctica would bias the results leading to a distribution close to zero with many outliers.

It is noticeable that mainly sparely vegetated biomes with cold winters show a strong increase in dew

days, e.g., Northeast China, the coast of Greenland, and areas East of the Caspian Sea (Fig. 18a).

Although the minimum temperatures increase in winter and, therefore, the number of counted days,

it seems not to influence the dew day occurrence (not shown). Hence, it can be assumed that changes

are not caused by increased days above 0°C.

Hao et al. (2012) concludes an increase of dew days in a specific region of the Taklimakan Desert in

Northeast China for summer and early fall (June-October). The opposite is shown by Dou et al. (2021)

by measuring at multiple places in the Taklimakan Desert for the entire season; the authors predict

a decrease in dew days due to near surface air warming and associated decrease in relative humidity.

The disagreement of both in situ studies could result from the different locations and periods. The

models project similar to Hao et al. (2012) an increase in estimated dew days. Our results in this area

might need to be looked at more critically.

Projections of precipitation days from p1 to p2 show an increase north of 30°N (Fig 14). The pro-

jections also show an increase in temperature, causing favorable conditions for dew days. In low

precipitation areas, the atmospheric water vapor is additionally driven by evapotranspiration, but

the evapotranspiration rate shrinks with decreasing vegetation cover (Wang et al., 2018). The water

availability decreases and dew formation might be more sensitive to changing conditions. For instance,

in North Africa, the trends are deviating. A decrease in the northern Sahara is expected and an in-

creasing trend in the southern Sahara (Fig. 18a). Yet, the increase in the southern part is not robust

regarding the six models (Section 3.2.2 and Fig. 11). There is a robust decrease at the northern border

of the Sahara.

A similar trend is expected by Feng and Fu (2013), they state a global expansion of dry land and,

in the case of North Africa, northern migration of drylands; i.e., the southern border of the Sahara

is expected to become wetter and the northern border dryer. The analysis by Feng and Fu (2013) is

partly based on atmospheric CMIP5 data. Since the analysis of estimated dew days is based on at-

mospheric conditions, namely, air surface temperature and dew point temperature, the results of both

studies can be expected to be similar. Furthermore, a range of models based on land water storage

within CMIP5 and a RCP8.5 scenario also support the assumption of drying at the northern border

of the Sahara (Jensen et al., 2019). In other words, the mentioned studies support the assumption of

a decrease in the estimated number of dew days in North Africa. The increase in the southern Sahara

is less robust. Jensen et al. (2019) shows a less clear wettening trend. It emphasizes that models have

difficulties predicting water-related changes in this region; therefore, the increase in dew days may not
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a) b)

Figure 18: The change of the multi-model mean in the number of estimated dew days from 1950-1980 to 2070-2100
with a focus on the biome a) sparsely vegetated and b) semiarid ecosystems.

be robust.

Even though evapotranspiration shrinks with decreasing vegetation cover (Wang et al., 2018), it may

still be an important driver for dew formation in dry areas. With increasing temperatures, the water

holding capacity of air increases, which can enhance evapotranspiration. In humid areas, evapotran-

spiration can increase; however, the changes may negatively affect dry regions. Not only North Africa

shows a dividing trend in the estimated number of dew days, but also biomes of semiarid ecosystems

where a decrease of about 50% up to 75% of the affected areas is expected. The above discussed

trend in North Africa also affects the results in semiarid ecosystems (Fig. 18b). Additionally, there is

a larger variation among models due to a disagreement in North America.

Further, Feng and Fu (2013) and Jensen et al. (2019) project a drying in North America. This would

support the assumption that a decrease in relative humidity causes a decrease in dew days. The decline

in dew days may be more pronounced in this area than shown here. Berg and McColl (2021) show

the resilience of ecosystems under water stress by including ecohydrological effects, such as stomata

responses and soil moisture, all of which are also factors of dew formation. With an increased water

use efficiency of plants, less transpiration takes place, and thus, the atmospheric dryness could increase

(Berg et al., 2016). This would then enhance the shown decrease of dew formation in North America.

On the other hand, soil moisture can also create dew (dew rise) which may increase the number of

dew days, but this is not explicitly considered in this thesis.

The differences between the biomes’ semiarid ecosystems and sparse vegetation may show the resilience

of vegetation to drying conditions. Semiarid areas have a higher vegetation cover and may decrease in

evapotranspiration rates with drying conditions. A dryer atmosphere may lead to a decrease in dew

occurrence. Sparse vegetation biomes have a low vegetation cover. The evapotranspiration fraction is

less controlled by vegetation; Therefore, it may lead to an increase in the number of estimated dew
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days. However, the resilience of an ecosystem is still a topic of debate (Feng and Fu, 2013; Berg and

McColl, 2021).

In tropical forests, the models agree on a decreasing trend of estimated dew days which will be dis-

cussed in more detail in the next Section 3.3.3 with a focus on the Amazon. In summary, the biomes

prominent in northern mid and high latitudes show an increase in estimated dew days. This seems to

be caused by higher water availability in these regions. Extratropical forests have higher sensitivities

to counted days which might be related to a lower amplitude in the diurnal temperature in winter.

Evapotranspiration affects wet areas less than dry areas. Evapotranspiration may cause a change in

semiarid ecosystems and dry, sparsely vegetated biomes. The latter may show higher evapotranspira-

tion rates due to lower ecohydrological response to warming conditions.

3.3.3 Seasonality in the Amazon

The previously shown results indicate a strong response to changing conditions in tropical forests.

For many reasons, the Amazon is interesting to analyze because it has a major impact on the global

climate and its change. Since the results in the Amazon are consistent among the models (discussed

in Section 3.2; Fig. 11 and 12), this region will be analysed in more detail. In the following section,

only the multi-model mean will be discussed.

A season in the Amazon spans six months and can be separated into a wet (December-May) and a

dry (June-November) season. The two seasons are defined based on precipitation rates (Binks et al.,

2019). In the historical period, about 18% of the days in the wet season and 16% of the days in

the dry season were favorable for dew to form in the Amazon, as shown in Fig. 19. In Figure 19,

seasons are indicated in green for the wet season and brown for the dry season. It seems that in the

wet season, there must be a high dew occurrence due to high water availability. Nevertheless, with

more precipitation days, there are fewer possibilities for dew to form than in the dry season. By only

considering estimated dew days relative to non-rainy days, dew is expected to form on 35% and 26%

of the days in the wet and dry seasons, respectively (Fig. 19 ii). In other words, calculating estimated

dew days relative to counted days negates the effect of increasing dew opportunities on the number

of dew days. It eventually shows that dew is more prominent during the wet season than expected at

first.

Even though the number of days without precipitation will rise in the future (Fig. 19 black dots) and,

thus, the possibilities for dew to form will increase, the number of estimated dew days shrinks. In the

decade 2090-2100, dew is expected on around 15% (wet season) and 10% (dry season) of the days. The
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Figure 19: The decadal mean of estimated dew days in a season in the years 1981 to 2100. The wet season is shown
in green and the dry season in brown. Lighter colors illustrate the days relative to counted days and the black dots the
number of days without precipitation.

favorable days relative to counted days decrease even more. Especially in the dry season, the number

of dew days drops by 12% from 26% to 14%, whereas in the wet season, dew days still account for

16% of the days (drops by 9%). Hence, the expected dew days drop stronger in the dry season when

water stress is more probable.

Considering the above results, it may appear that estimated dew days are underestimated. According

to an in situ study in the Eastern Amazon, dew forms on 36% of the days without precipitation (Binks

et al., 2021). In the Amazon, the precipitation pattern is slightly negatively biased in the models (Bi

et al., 2020; Wu et al., 2019; Cherchi et al., 2019; Döscher et al., 2022). The decrease in precipitation

days might be overestimated, and therefore, it negatively influences the counted days. This could then

account for some of the differences. On the other hand, a negative bias in the historical period does

not necessarily mean that the projection shows the same bias. If the bias in the projection adjusts,

the magnitude of the increase in days without precipitation may shrink. Since precipitation affects

not only the number of counted days but also atmospheric water content, it could lead to an under-

estimation in the change of dew frequency.

Besides the effect of precipitation, models are negatively biased in evapotranspiration in the dry sea-

son (Baker and Spracklen, 2022; Baker et al., 2021) (Fig. 20b). Evapotranspiration is an important

water source in the Amazon. Less evapotranspiration can lead to a dryer atmosphere and it can be

less favorable for dew formation. This bias implies an underestimation of dew days in the dry season;

thus, the decrease in dew days is maybe not as pronounced as shown here.
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a c

Figure 20: The expected moisture influx (a), evaporation (b), and precipitation recycling rate (c) according to Baker
and Spracklen (2022). Figure retrieved from Baker and Spracklen (2022): Fig. 3.

Since dew highly dependens on atmospheric water content, it is crucial to understand the water cycle

in the Amazon. In the Amazon, the water balance is controlled by incoming moisture in the wet

season (Fig. 20a), including a cascading cycle of precipitation and evapotranspiration (Staal et al.,

2018; Marengo and Abril, 2006; Zemp et al., 2014). During the dry season, the moisture influx is at

its minimum, and a high fraction of the precipitating water is recycled by a high evapotranspiration

rate (Fig. 20b and c). The rate of precipitation recycling increases not only in the dry season but

also further inland (Staal et al., 2018). The Amazon shows a complex water cycle that feeds itself. It

results in a higher resilience against dry spells (Staal et al., 2018).

Dew days are influenced by precipitation recycling and evapotranspiration. Low evapotranspiration

rates indicate less water availability in the atmosphere, which can negatively influence dew occurrence.

Not only the water availability plays an important role, but also the diurnal temperature cycle. During

the wet season, there is a higher fraction of cloud cover, which can reduce the nightly surface cooling

and, therefore, may influence dew frequency negatively.

The decline in estimated dew days already starts in the 1980s and grows with time in both seasons,

as shown in Fig. 21a. The Figure shows the decadal anomaly to each season’s historical period (1950-

1980). Again, the seasons are indicated in green (wet season) and brown (dry season). Each season is

split into the first half (December, January, February (DJF) and June, July, August (JJA)) and the

second half (March, April, May (MAM) and September, October, November (SON)) of the wet and

dry season, respectively.

From the 2010s on, the decrease in the wet season is smaller than in the dry season (Fig. 21a i). This

also applies for the number of estimated days relative to counted days (Fig. 21a ii). Including the

seasonal anomaly in the number of counted days (Fig. 21b), one can conclude that a certain fraction

of the decrease in estimated dew days is caused by the increase in days without precipitation. In this

case, the number of days without precipitation (indicated by the black dots) is equivalent to counted

days. Less precipitation might implicate less water availability in the atmosphere and, thus, less fa-

vorable conditions for dew to form.
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Figure 21: The decadal anomaly from 1981-2100 to the historical period (1950-1980) in a season. The wet season is
shown in green and the dry season in brown. In panel a colors i) show the anomaly of the sum of dew days in a season
and b) shows the anomaly of the sum of the counted days; the contribution of days without precipitation to the anomaly
in counted days is shown by the black dots. In the panel a) the lighter colors (ii) illustrate the anomaly relative to
counted days. The two seasons are additionally split into first half of the season (DJF and JJA) and second half of the
season (MAM and SON).

Both seasons are expected to face drier conditions due to increased temperatures (Cook et al., 2020;

Scheff and Frierson, 2015) and, thus, fewer dew days. By considering four seasons (DJF + MAM wet

season and JJA + SON dry season) instead of two seasons, the dry season shows a more negative

trend in the second half (SON) than the first half (JJA). Based on the evapotranspiration rate, pos-

sibly higher water stress is expected by the end of the dry season already today (Hasler and Avissar,

2007). Decreasing evapotranspiration rates indicate a drop in soil moisture and, therefore, lower water

availability for the vegetation (Hasler and Avissar, 2007). In dry seasons, the water vapor-pressure

deficit increases in the atmosphere due to the lower evapotranspiration rates. The higher VPD can

lift evapotranspiration rates (Dai et al., 2018; Zhou et al., 2019). Yet, with the future change to lower

evapotranspiration (Douville et al., 2021), might be due to increasing soil drought (Cook et al., 2020;

Zhou et al., 2019), the water content in the atmosphere will shrink, and with it, the probability of

reaching dew point temperatures. The result will possibly be a lower amount of estimated dew days.

Plants can overcome water-stressed periods by foliar water uptake (Berry et al., 2019). In the Ama-

zon, dew contributes a high fraction to foliar water uptake in the early morning (Binks et al., 2019).

With less dew occurrence, the water stress is more severe. Low soil moisture and the accompanying

VPD can inhibit stomatal activity. This can enhance the drying of the atmosphere (Berg et al., 2016)

and, thus, is even less favorable for dew to form. In other words, during the dry season, not only

precipitation decreases, but also the estimated dew, which accounts for a high fraction of the canopy

wetness (Binks et al., 2021) and, thus, foliar water uptake of the vegetation.

The water stress only explains the decreasing dew occurrence in the dry season. However, during the

wet season, conditions should be more favorable for dew. In future scenarios, the incoming moisture

is expected to increase (Baker and Spracklen, 2022), and the amplitude of the diurnal temperature
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seems to increase (Lindvall and Svensson, 2015). Moreover, fewer precipitation days seem to be more

favorable for dew occurrence since dew is more likely to form. Nevertheless, there is still an expected

decrease in estimated dew days. Therefore, there must be additional factors for the projected decline.

One reason could be a later transition from dry to wet season (Baker and Spracklen, 2019; Malhi

et al., 2009; Marengo and Abril, 2006). The shift may be caused by less access to deep water supply,

resulting in an altered water cycle due to logging (Baker and Spracklen, 2019; Marengo and Abril,

2006). Less evapotranspiration causes a higher proportion of sensible heat at the expense of latent

heat (Marengo and Abril, 2006). Besides other factors, alterations in the water cycle may induce an

extension of the dry season.

Figure 21b illustrates that rainy days decrease less in the first half of the wet season (DJF) in compari-

son to the second half (MAM), which is in opposite with the extension of the dry season in the eastern

Amazon (Malhi et al., 2009). The extension of the dry season, however, is linked to deforestation

(Baker and Spracklen, 2019), and models lack in a proper adjustment to land use change (Baker and

Spracklen, 2022). Our results are probably not strongly influenced by this effect, but the latter may

account for a fraction of the decrease in dew frequency.

Another possible explanation lies in the future elevation of the carbon dioxide concentration. A higher

CO2 concentration influences the stomata activity and leads to less transpiration (Malhi et al., 2009).

In the Amazon, evapotranspiration is coupled to the precipitation rate. Both, the evapotranspira-

tion rate and the precipitation recycling rate, are expected to decrease (Baker and Spracklen, 2022).

Evapotranspiration within the Amazon can contribute by around 20% to its annual rainfall (Staal

et al., 2018). The precipitation recycling rate in the wet season is not as high as by the end of the dry

season (Fig 20c), but still influences the water availability in the Amazon (Staal et al., 2018). With

a decrease in the recycling of water, some areas may show a depletion in soil moisture. This can

decrease the Amazonian bulk estimate in the number of dew days. On the other hand, less transpi-

ration affects temperature by decreasing latent heat and, therefore, increasing sensible heat. Sensible

heat causes warmer temperatures, but it mainly affects temperatures during the day. Higher daytime

temperatures can lead to a higher amplitude in the diurnal temperature cycle which coincides with

the projections of Lindvall and Svensson (2015). This condition, however, is more favorable for dew

formation.

It can be concluded that the Amazon forest is a very complex system, and it is difficult to assess

changes properly. Two possibilities of CO2 fertilization that may affect the results of this study are

a decrease in evapotranspiration and precipitation recycling rates as well as a higher amplitude of di-

urnal temperatures (Lindvall and Svensson, 2015). These may affect the results, positive or negative,
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respectively.

In summary, the decrease in dew days is likely due to warmer conditions, but deviations between the

wet and dry seasons are likely explained differently. To a major part, increasing CO2 concentrations

may be a potential driver of decreasing dew days. Increasing CO2 causes either warming of the air in

the dry season or less transpiration (Malhi et al., 2009) due to the CO2 fertilization effect in the wet

season. The ecohydrologic response to elevated CO2 may increase atmospheric drying (Malhi et al.,

2009). Since the Amazon forest is a complex system, it is challenging to properly assess the effect on

the changes in the estimated number of dew days.

4 Conclusion

The estimated dew days increase globally with time (Fig. 9). However, the resulting increase in esti-

mated dew days is not entirely robust regarding the six models since ACCESS-CM2 projects a global

decrease in the number of estimated dew days. Moreover, for most models, the increase is mainly due

to the rise in the number of days when dew forming is possible. The counted days increase by either

increasing days with temperatures above freezing point or increasing days without precipitation. The

differences between the modeled trends cause the multi-model mean to even out and show no robust-

ness regarding global estimated dew days when considering the relative frequency of dew days. The

increasing temperature influences the global trend more than precipitation. This probably is due to a

global increase in temperature (Allan et al., 2021). In contrast, precipitation is influenced by multiple

factors and does not globally increase since it is changing differently on a regional scale (Allan et al.,

2021). The high increase in the number of counted days primarily affects the north mid and high

latitudes. In high latitudes, dew occurrence possibly may be at the expense of frost days.

Even though the global trends for estimated dew days are not robust, there are clear tendencies to

either decrease or increase on a regional scale. The models disagree in large parts of the world. How-

ever, it can be said that the declining prediction in estimated dew days is robust in the tropics (such

as the Amazon, Congo Basin, and part of South East Asia), as well as the increase in the northern

subpolar and polar regions. A bias of temperature or precipitation may partly influence differences

in models in the initial state (Döscher et al., 2022; Bi et al., 2020; Dunn et al., 2017; Wu et al.,

2019; Cherchi et al., 2019). Both variables influence dew formation to a certain extent. Temperature

directly influences the definition of dew point temperature (Eq. 5) and the here defined condition for

dew formation (tas− 1.6°C ≤ td; c.2). Precipitation indirectly influences the estimated number of dew

days in combination with temperature increase.

The increase in estimated dew days in most parts north of 45°N is robust regarding the six models
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(Fig. 11); however, the increase in estimated dew days in parts of subpolar Eurasia originates from a

higher amount of counted days (Fig. 12). Most models show a decrease in estimated dew days when

this factor is eliminated. The decrease could originate in lower relative humidity in period 2 (2070-

2100) compared to period 1 (1950-1980). The robust increase in North Asia and North America seems

to be due to an increase in relative humidity. In the tropics, especially the Amazon, the decrease is

robust.

In fact, the strongest decline of the zonal mean of the estimated dew days is projected at the tropics

(Fig. 15). Drying of the atmosphere likely causes the decrease. High latitudes in the North show the

highest increase in estimated dew days. These regions may benefit from a decrease in relative humid-

ity (Byrne and O’Gorman, 2016). The lower relative humidity in the atmosphere enhances surface

cooling, which is favorable for dew formation (Ritter et al., 2019; Vuollekoski et al., 2015). It can be

concluded, that most zonal regions change, but the tropics and high latitudes are more sensitive.

Generally, in the North, estimated dew days increase partly influenced by different biomes (Fig. 17).

In the tundra, regions of the extratropical forest, and regions of grass and crops, the estimated number

of dew days is expected to increase from 1950-1980 to 2070-2100 due to wetter conditions. Besides a

higher amount of precipitation, the evapotranspiration rate increases (Scheff and Frierson, 2015). In

the biome of extratropical forest, the projected dew days are more sensitive to an increasing number

of days with temperatures above 0°C. The increasing future temperature seems to affect the minimum

temperature more than other biomes. It affects the nightly surface cooling negatively (Staal et al.,

2018).

In the present climate, dew contributes a substantial amount of water to crops (Chowdhury et al.,

1990; Xiao et al., 2009). The projected increase in the number of dew days in grass and cropland is

an additional water source. Besides the positive effect on the water supply, the increase may impact

crop yield negatively. The water film can enhance pests and diseases in plants and, thus, can cause an

increased need for pesticides (Bhardwaj et al., 2009; Nath, 2021). Pesticides, and other toxins decrease

soil quality, contaminate drinking water and affect humans’ heath (Houtman, 2010). Moreover, dew

deludes pesticides, toxins, and fertilizer (Saab et al., 2017). It can lead to more frequent crop failures

and may enhance global food shortage.

Sparsely vegetated area are differently affected by the change. The increase in estimated dew days

in the Taklimakan Desert desert is not equally supported by in situ studies. Also, in dry regions of

sparse vegetation, models seem to have difficulties properly predicting water availability in some parts.

The drier atmospheric conditions in areas of semiarid ecosystems (Feng and Fu, 2013; Jensen et al.,

2019) cause a decrease in estimated dew days. Dry sparse vegetation shows a less strong decrease in
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estimated dew days compared to semiarid ecosystems. The stronger decrease of semiarid ecosystems

seems to be enhanced by the ecohydrological responses of plants to drying conditions. However, the

resilience of plants in dryland and, thus, drier conditions over semiarid ecosystems is still in debate

(Berg and McColl, 2021; Feng and Fu, 2013).

Reduced dew frequency in biomes such as semiarid ecosystems may amplify rising temperatures

(Chowdhury et al., 1990). In the early morning, dew still is present on surfaces, but due to the

incoming short wave radiation evaporates dew. Part of the incoming energy converts to latent heat

(Bhardwaj et al., 2009), but if no dew is present, a fraction of the incoming energy may convert into

sensible heat, i.e., rising temperatures. The energy budget is coupled to the water cycle. Less dew

leads to lower foliar water uptake, and it even favors transpiration (Aguirre-Gutiérrez et al., 2019). It

can lead to higher water uptake from the soil. Dew does not only contribute to plant water uptake but

also increases soil moisture (Kidron et al., 2002; Tomaszkiewicz et al., 2017). Plants tend to reduce

stomata activity when the soil moisture is depleted to reduce water loss. The reduced stomata opening

decreases the transpiration rate (Malhi et al., 2009). This decreases the fraction of latent heat and

can amplify rising temperatures.

Tropical forests show a robust decrease in estimated dew days (Fig. 17). This trend is noticeable in

the Amazon. The region has two seasons which both show a decrease in estimated dew days, but the

decrease in each season is to a different extent (Fig. 19).

In the dry season, plant water stress might be an impacting reason for reduced atmospheric humidity

(Cook et al., 2020; Scheff and Frierson, 2015) and, therefore, dew formation. The decrease could be

underestimated since the full potential of the plant’s foliar water uptake might be underestimated

(Binks et al., 2020) which would potentially enhance VPD (Berg et al., 2016).

In the wet season, the reason for the decline seems less plausible. The moisture influx is expected to

increase (Baker and Spracklen, 2022) as well as days without precipitation; both are favorable for dew

to form. Nevertheless, there is a decrease in estimated dew formation. The elevated CO2 concentration

might influence the change. Higher CO2 levels in the atmosphere can cause less transpiration due to

lower stomata opening (Malhi et al., 2009). Lower transpiration can negatively affect the precipitation

recycling rate. Since evapotranspiration within the Amazon is recycled as precipitation by up to 20%

(Staal et al., 2018), It can decrease the water availability in some areas over the Amazon. This nega-

tively affects dew formation. On the other hand, the decrease in transpiration also seems to increase

daytime temperatures (Lindvall and Svensson, 2015). This causes an increase in the amplitude of the

diurnal temperature cycle, which is favorable for dew formation.

Additional factors influence dew in this complex system, making it difficult to assess the drivers of the
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change. A change in the complex system due to anthropogenic forcing may lead to unexpected and

irreversible change (Marengo and Abril, 2006; Malhi et al., 2009; Staal et al., 2018; Zemp et al., 2014).

It can have future consequences on the system itself and the climate on a larger scale (Marengo and

Abril, 2006; Malhi et al., 2009; Staal et al., 2018; Zemp et al., 2014).

Even though deforestation of the Amazon may not be well reflected in the results, it is expected to

have a major impact on the resilience of the system and its impact on the water distribution over

South America (Baker and Spracklen, 2019; Marengo and Abril, 2006; Malhi et al., 2009; Staal et al.,

2018; Zemp et al., 2014).

5 Outlook

This master thesis focuses on atmospheric conditions for dew formation. The results show the im-

portance of understanding the changes based on atmospheric conditions. However, surface conditions

are a better indicator of dew formation. This master thesis includes neither dew formation within the

canopy nor dew rise. Using the air surface temperature instead of skin surface temperature may lead

to an underestimation of resulting dew days. Including a variable indicative of skin surface temper-

ature would increase the study’s accuracy. Predicting dew formation by air surface temperature is a

limiting factor (Ritter et al., 2019); however, including observational data to test, evaluate, and correct

the modeled data is a reasonable first attempt in projecting future dew frequency. Due to limited

observational data in the Southern Hemisphere, the modeled data is evaluated and corrected based on

the conditions in the Northern Hemisphere. Since dew is sensitive to different physical characteristics,

this might result in some deviation in the Southern Hemisphere. The results could be improved if

in situ studies in the Southern Hemisphere were available. The model biases affect the results to a

certain extent, but results in biased areas are interpreted more cautiously. Additionally, the inter-

model agreement helps to find robust changes, which is a strength of models within the CMIP archive.

Including dew as a variable in the models would increase the accuracy of predicted water availability

and plant resilience in the future. With a broader knowledge about dew, the future water scarcity in

dry regions could be assessed more accurately.



47

6 Acknowledgment

I want to thank my supervisors, Dr. Vincent Humphrey, Dr. Erich Fischer, and Prof. Dr. Alexander

Damm, for the fruitful discussions and support during my master thesis. I am grateful for the op-

portunity to write the thesis in the Climate physics study group, and I thank my colleagues for the

interesting conversations.

We acknowledge the work of Working Group on Coupled Modelling from the World Climate Research

Programme. We are thankful for the availability of the model outputs and want to thank the climate

modeling groups for the work. We also thank for the access and archiving of the data to the Earth

System Grid Federation (ESGF), as well as for the support of the funding agencies.



References

Agam, N. and Berliner, P. R., 2006. Dew formation and water vapor adsorption in semi-arid environments - A review,
Journal of Arid Environments 65(4).

Aguirre-Gutiérrez, C. A., Holwerda, F., Goldsmith, G. R., Delgado, J., Yepez, E., Carbajal, N., Escoto-Rodŕıguez, M.
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Figure 1: Linear regression analysis for tas - α ≤ td with x as model and y as observations including the histogram.
α is between 0.0 and 5.0 beginning with 0 on top to 5.0 at the bottom. Modeled data is shown in blue, corrected data
in lighter blue, and observation in gray.
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