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Abstract

In this thesis, the sentiment of Twitter users from Germany, Switzerland and Austria about various

energy sources between 2007 and 2023 is monitored, while underlying causes of sentiment changes

and country-specific developments are further examined. To do so, an aspect-based sentiment

model on the basis of a German BERT is fine-tuned for this specific sentiment analysis task and

later applied on more than 2.6 million tweets. Furthermore, term- and n-gram frequencies, topic

modelling and microreading is performed to uncover latent emphases of discourses. Lastly, senti-

ments are geo-spatially separated via a home location prediction of Twitter users. It was found that

coal and nuclear energy were mostly negatively perceived while Twitter had more or less neutral

sentiments about gas and wind energy and positive sentiments about water and especially solar

power. Sentiment variations were caused by supranational as well as local events, disasters, political

decisions, media articles, social movements and geopolitical incidents. Most of these led to a shift

in priorities, either emphasising advantages or drawbacks of the energy sources. The latest energy

crisis intensified by the Russian invasion shifted priorities away from environmental and climate

arguments towards a strong focus on affordable and independent energy supply, strengthening coal

and nuclear power.

Keywords: Climate change, energy crisis, energy strategy, energy transition, public support,

sentiment analysis, Twitter
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1 Introduction

1.1 Motivation and relevance

“Energy is everywhere and drives everything. Our modern lives, both individual and

societal, have come to depend on its abundance, convenience, and potential. It is the

motive force within our bodies, propelling our vehicles, lighting our world. Consider a

power outage, or a dead cell phone battery; living without energy, for even ten minutes,

demonstrates how indelible its imprint is on daily activities.” (Coyle & Simmons, 2014,

p. 1)

This dramatically epic paragraph serves as the introduction of Eugene Coyle’s and Richard Sim-

mons’ book Understanding the Global Energy Crisis. It impressively shows the societal value of

energy and how our civilization is strongly dependent on a reliable energy supply, whether it is for

transportation, mobility, food preparation, heating, water purification or many more needs (Kalt

et al., 2019). The crisis that the authors refer to was already present back in 2014 when their

book was published, evoked by the contradiction between rising energy demand due to population

growth and economic expansion (Farghali et al., 2023) and the urgent need for sustainability to

mitigate the severe impacts of climate change (Owusu & Asumadu-Sarkodie, 2016). Since the lat-

ter is not possible by continuing current activities where more than 80% of global energy stems

from fossil fuels which do also contribute to 90% of all carbon dioxide emissions (United Nations,

2022), a sustainable energy supply became one of the world’s central challenges. And this challenge

became even more urgent with the Russian invasion of Ukraine (Farghali et al., 2023). On a global

scale, most countries are dependent on fossil fuel imports, leading to over 6 billion people that are

potentially vulnerable to such geopolitical conflicts (UNECE, 2022). Central Europe, especially

Germany is heavily dependent on Russian gas (Vrana et al., 2023) while most other EU countries

do also import natural gas (Zachmann et al., 2022). Due to the cut relationship with Russia and

introduced sanctions, Russia reduced or even cut off gas exports to certain countries in the EU

(Chyong et al., 2023). Consequently, gas prices skyrocketed, resulting in winter 2022’s energy price

being ten times higher than the average of the past five years (Jayanti, 2022). These increases

in the market price forced companies to cut production and lay off thousands of employees while

citizens of most countries had to spend a record proportion of their income on energy (Vrana et al.,

2023). Not surprisingly, a survey executed in Germany in 2022 found that 83% of the participants

started to save energy, especially targeting the heating system (Siebel, 2022).

In parallel, the same survey documented the priorities of the participants. Most of them assigned

the biggest importance to energy security, closely followed by low energy prices. Only 12% of

all participants ranked climate and environmental protection higher than the aforementioned is-

sues (Siebel, 2022). This corresponds to results from research about renewable energy support

mechanisms which found a positive correlation between financial resources and the willingness to

support renewable energy solutions (Soko lowski et al., 2023), also known as the End of the world

vs. end of the month dichotomy (Martin & Islar, 2021). In the context of the energy crisis, long

1
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ongoing debates and newly emerged ones about particular energy sources, energy usage and energy

security reignited in newspaper articles, on social media platforms and in private settings. Due

to the necessity of sustainable energy production, geopolitical gas and oil boycotts and risen price

levels for traditional energy, the potential of renewable energy sources, fossil and nuclear fuels is

intensively discussed, leading to a change in support for various energy policies, as a recent survey

in Switzerland showed (Steffen & Patt, 2022).

Such opinion monitoring practices are important to track the public mood regarding different top-

ics, in this case, energy sources and their use strategies. Especially during crisis situations, being

aware of public views helps government officials to communicate accordingly, helping to avoid panic

(Siebel, 2022). Furthermore, and more importantly, public support for particular energy sources

is key to legitimising their usage, building a stepping stone for its successful implementation and

financial maintenance of respective energy projects (Dehler-Holland et al., 2022). On the contrary,

disapproval and negative sentiments towards certain energy types and corresponding decisions

taken can be significant barriers when it comes to achieving energy targets, especially in stable

democracies (Segreto et al., 2020). A prominent example of the consequences of lacking public

support regarding climate policies were the Yellow Vests in France (Tatham & Peters, 2023). As a

bottom-up movement, their protests and riots eventually led to the withdrawal of a planned diesel

tax (Soko lowski et al., 2023). Hence, monitoring the sentiment of citizens and its change following

policy measures or events can give crucial information about the choice of suitable future energy

policies and is, thus, a necessity that should not be neglected to achieve the sustainable energy

transition.

1.2 Research aims

Traditionally, opinion polling about public support of energy sources is mostly conducted through

surveys (Kallbekken, 2023; S. Y. Kim et al., 2021; T. M. Lee et al., 2015; Y. Liu et al., 2019;

Tatham & Peters, 2023; Vringer & Carabain, 2020). Although this is a widely used data collection

method, it has several crucial limitations like a low temporal resolution (Loureiro & Alló, 2020)

and small response rates (Vaske et al., 2023). For instance, a recent online survey about climate

change awareness and preferred energy sources carried out by the famous Swiss polling institute

Sotomo only reached less than 4000 participants (Lanz & Morgenthaler, 2022). Hence, Kallbekken

(2023) pleads for more diverse research methods as it is so important to monitor public support and

concerns of people regarding energy and climate policies. As alternatives to surveys, the author

names conjoint analyses, laboratory experiments, interviews, nature field experiments or machine

learning techniques. The application of the latter has risen sharply in recent years (Khairnar &

Kinikar, 2013) as several researchers started using social media posts to gather public opinions on

various topics. Especially Twitter1, a famous microblogging platform, was found to have great

potential as an information source (Ahmed et al., 2017) as users – voluntarily – share their opin-

1I will refer to the social media platform as Twitter throughout the thesis although it has been rebranded to X

by the end of July 2023 (Mac & Hsu, 2023).

2



Master’s thesis M. Stutz 1 Introduction

ions and feelings on any possible aspects of life (Pak, Paroubek, et al., 2010). Hence, tweets may

contain all sorts of basic emotions and sentiments about various topics (Garske et al., 2021). With

hundreds of millions active daily users (Ahlgren, 2023; Dean, 2022), Twitter is a rich source of such

information. Since it is not primarily a direct messaging service, most users have publicly open

profiles and participate in discussions of any kind, as they can not only post their own tweets but

also write responses, retweet posts or quote other tweets (Zheng et al., 2018). Recently, due to the

tensions arisen from the Russia-Ukraine conflict, discussions about energy supply and policy have

also intensified on Twitter. This creates the possibility to examine Twitter users’ current but also

historic sentiments about different energy sources and, thus, gives a hint at the degree of public

support and its temporal development.

In accordance to the aforementioned necessity of public support detection, this thesis uses histori-

cal Twitter data to perform a geospatial sentiment analysis. The sentiments of German-speaking

Twitter users about different energy sources are monitored between January 1, 2007 and December

31, 2022. The goal is to detect periods of positive and negative perceptions about the aforemen-

tioned energy types and to uncover possible drivers of temporal sentiment variations. Furthermore,

the thesis aims to assess these information in a geospatial manner, uncovering country-specific sen-

timent changes (Austria, Germany and Switzerland). Derived from the observed sentiments, this

should allow insights into the level of support of the energy sources, its development over time and

its spatial differences, and finally to assess the chances of success of possible energy policy measures

per country on the way to a sustainable energy future. Accordingly, the research questions and the

respective hypotheses are as follows:

RQ1: How did the sentiments of German-speaking Twitter users towards different

energy sources change between 2007 and 2023?

H1: Due to the rising climate change awareness, renewable energy sources and nuclear power gained

popularity over the years while the sentiment about fossil fuels became more negative.

RQ2: Which events or circumstances were responsible for these sentiment variations?

H2: Energy availability, prices and projects, political decisions and popular movements, disasters

or technological progression are driving forces behind sentiment variations.

RQ3: How did sentiments differ between Twitter users from Germany, Austria and

Switzerland?

H3: Country-specific differences of sentiments mainly base on the respective energy mix of the

country and national or regional events. Hence, more positive sentiments about hydropower are

expected for Swiss and Austrian users while more positive perception of coal power is expected for

German users.
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1.3 Outline

The following chapter builds the theoretical frame of the thesis and summarises existing methods

and concepts found in the literature regarding the main tasks. Chapter 3 then describes the

data and the respective methods chosen while chapter 4 quickly documents the performance of

the sentiment model and the geospatial separation approach. Chapter 5 then presents the results

regarding the three research question which are then, in chapter 6, compared with existing findings

from the literature and discussed under a broader perspective, also touching on public support and

implications for the renewable energy transition. Moreover, the main limitations and sources of

uncertainties will be discussed. Lastly, the findings of the thesis are concluded in chapter 7.
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2 Background and literature

2.1 Energy sources: A pervasive dilemma

The importance of energy for human civilisation can barely be put into words as it is the prerequisite

for our every-day lives (Coyle & Simmons, 2014). Generally, sources of energy can be split into

three main classes: fossil fuels, nuclear sources and renewable energy (Qazi et al., 2019; Rahimnejad

et al., 2015). Each of them have great advantages but also major disadvantages, forming the basis

of ongoing energy debates.

2.1.1 Characteristics of energy classes

Fossil fuels

Coal, gas and oil are the most common fossil fuels (National Geographic Education, 2023). Origi-

nated from decomposed plants and putrid animals, they contain carbon and hydrogen which releases

massive amounts of energy during combustion (National Geographic Education, 2023). Since en-

ergy production is independent of weather conditions and energy can easily be stored, fossil fuels

are considered reliable regarding energy security (Roggenkamp et al., 2021). In combination with

this efficiency and controllability, they’re rather cheap energy sources (Barreto, 2018) and therefore

responsible for 80% up to 90% of the global energy supply (Celik, 2021; Nicoletti et al., 2015; Okedu,

2018; United Nations, 2022). However, combustion products – especially carbon dioxide (Rahim-

nejad et al., 2012) – do have major negative impacts on the greenhouse effect, the ozone layer, acid

rains and environmental pollution (Nicoletti et al., 2015). In fact, they’re the largest contributor

to greenhouse gas emission (IPCC, 2023) and major drivers of climate change (Ang et al., 2022).

Additionally, they can have severe negative health consequences (Gasparotto & Martinello, 2021).

Nuclear sources

Another popular energy source is nuclear energy. Just like fossil sources, the utilised natural ura-

nium is also non-renewable (Rahimnejad et al., 2015). According to the IPCC, uranium resources

are expected to last another 120 years (Bruckner et al., 2014). Compared to the aforementioned

fossil fuels, the big advantage of nuclear energy is its climate- and ecological friendliness. As it’s

driven by nuclear fission, barely any carbon dioxide (Amponsah et al., 2014; Dehler-Holland et al.,

2022; Vaillancourt et al., 2008) or pollutive gases are emitted (Turconi et al., 2013). Nevertheless,

health can still be at a massive risk due to the radioactive material that is released (Dai et al., 2019;

Dehler-Holland et al., 2022). Cardis et al. (2007) found that cancer risk increased when people are

exposed to radioactive radiation while this risk is dependent on the duration of exposure. These

problems continue once the radioactive fuel rods have to be disposed (Bruckner et al., 2014). While

accidents are quite rare, implications are exorbitant and long-lasting if something happens as seen

in Chernobyl 1986 or Fukushima 2011 (Aub et al., 1952; Morino et al., 2011; Wheeler, 1988).
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Renewable energy

Specific examples of renewable energy sources are solar energy, hydro energy, wind energy, bioen-

ergy, geothermal energy or hydrogen energy (Mohtasham, 2015). In opposition to fossil fuels and

nuclear energy, they’re sustainable since they use regenerative natural sources – predominantly

driven by solar insolation and geothermal heat – for energy production (Turkenburg, Faaij, et al.,

2000). They provide power with almost zero emission of pollutants or greenhouse gases which makes

them by far the most climate- and eco-friendly energy sources (Ang et al., 2022; Mardani et al.,

2015; Mohtasham, 2015). Hence, they are indispensable if climate change is to be combated (IPCC,

2023). However, their dependence on natural forces is also a major drawback since it leads to an

intermittent and unreliable energy supply (Ang et al., 2022; Azarpour et al., 2013; Behabtu et al.,

2020; Leonard et al., 2020). Another prevalent issue is the efficiency as the naturally originated

energy has to be converted into other forms of energy (e.g. electrical, thermal or chemical) which

inevitably leads to a reduction of energy potential (Azarpour et al., 2013; Moriarty & Honnery,

2012). This makes storage a lot more complex compared to oil barrels, coal or gas (Moriarty &

Honnery, 2012). According to thorough calculations by Holechek et al. (2022), renewable energy

sources would theoretically only be able to fully replace fossil fuels if nuclear power is expanded by

at least 30% globally.

All in all, none of the available energy sources can meet the needs of efficiency, affordability, storage,

reliability, environmental protection, climate compatibility and sustainability at the same time. It’s

a pervasive dilemma that requires compromise and prioritization.

2.1.2 Climate action and public support

While the priority in the 20th century was clearly on a reliable energy security, this changed in the

past decades, driven by the urge to fight climate change. Since the latter is a global challenge, it

requires global actions (Vidadili et al., 2017). With the Paris Agreement in 2015, 197 countries

have committed to ambitious efforts to limit global warming to +2°C compared to pre-industrial

levels (United Nations, 2015) and reach a state of carbon neutrality by the middle of this century

(Farghali et al., 2023). To achieve this, several transformative measures have to be taken evoking

new economic, social, ecologcial and political challenges (Fuso Nerini et al., 2019). Among others,

a transition towards renewable, sustainable energy is necessary as the fossil fuel dominated energy

sector has a large impact on climate change (IPCC, 2023). Thus, unsustainable energy sources

have to decline and eventually vanish (Markard et al., 2023). Accordingly, the term energy crisis

has gained more attention by various researchers in the past years. While Chevalier (2009) and

Coyle and Simmons (2014) named increasing energy demand and continued dependence on fossil

fuels (in consideration of climate change) as reasons for the energy crisis, Soko lowski et al. (2023)

and Farghali et al. (2023) speak of 2022 as the beginning of the energy crisis following the Russian

invasion in Ukraine. In this thesis, I will refer to the dependence on fossil fuels and the urge for
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renewable energy sources as climate crisis while energy crisis will refer to the challenged energy

supply security caused by the invasion. As Europe is heavily dependent on Russian gas and oil, the

latter led to a drastic increase in energy prices, which made financing heating and transportation

costs difficult for many households, especially in Winter 2022 (Vrana et al., 2023). Although it

has long been clear that fossil fuels were not compatible with the climate goals, these events even

increased the pressure of finding capable energy solutions at a faster rate. In autumn 2022, Vrana

et al. (2023) found German Twitter users to feel fearful regarding this uncertain and challenging

situation.

The relevance of public support

Unsurprisingly, energy policies proposed to tackle the urgent challenges can have large impacts

on citizens (Vringer & Carabain, 2020) and can cause social tension and division (Soko lowski et

al., 2023). In extreme cases, climate action programs even resulted in a forceful displacement

of vulnerable social groups (Fuso Nerini et al., 2019). If such interventions are too drastic, social

acceptance diminishes and people start to resist, which can lead to policy goals not being effective or

not being achieved at all (Vringer & Carabain, 2020; Wüstenhagen et al., 2007), see Yellow Vests in

France (Kallbekken, 2023; Soko lowski et al., 2023). Hence, while the focus was primarily on market

acceptance for a long time, social acceptance or public support started to gain more and more

attention in recent years (Wüstenhagen et al., 2007). However, according to Scharpf (1999)’s very

famous book called Governing in Europe: Effective and Democratic?, a further distinction between

public support for the goal (input legitimacy) and public support for the associated interventions

(output legitimacy) has to be made. So, public support for a sustainable energy transition doesn’t

automatically imply public support of interventions or policies to achieve this goal (Tatham &

Peters, 2023; Vringer & Carabain, 2020).

Aspects affecting public support for energy projects

Based on the previous chapter, it’s crucial that politicians, customers or generally citizens can see

the necessity and effectiveness of energy policies and interventions (Geels & Verhees, 2011; S. Y.

Kim et al., 2021). Research has identified various factors that influence public support of energy

projects. As per Vringer and Carabain (2020), interventions are easier to achieve if the outcome of

the measures have a local or regional impact and lie in the near future. Moreover, contributing to

the regional economy by involving local companies helps to strengthen their support of renewable

energy projects (Olson-Hazboun et al., 2016; Vringer & Carabain, 2020).

As Holt (1999) already claimed in 1999, energy has to be affordable to people. Accordingly, energy

costs were often found to have a decisive impact on the public support (Bunting, 2004; Jenkins

et al., 2016; Teisl et al., 2015).

Another factor influencing public support is the risk an energy project poses to the citizens. As

per Boudet (2019), it’s not primarily the objective risk quantified by scientists and experts that
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shapes the policy preferences of people. Instead, it’s rather the perception of social, economic and

environmental risks and benefits that influence people’s opinions about specific energy sources and

projects (Slovic, 1987). Additionally, aesthetics is another non-neglectable issue (Rand & Hoen,

2017). This is often attached to the specific place an energy project should be launched and is

dependent on the current landscape usage (Cotton & Devine-Wright, 2013), the proximity to pro-

tected or population-dense areas (McAdam & Boudet, 2012) or past experiences with similar energy

projects (Bugden et al., 2017).

It was further observed that character traits like age also played a significant role as younger people

were willing to spend a larger proportion of their income on climate mitigation measures (Abdar

et al., 2020; Soko lowski et al., 2023). Moreover, the individual beliefs, perception and the awareness

of climate change and environmental risks (Dreyer et al., 2017; T. M. Lee et al., 2015; Noblet et al.,

2015; Qazi et al., 2019), political ideology (Boudet, 2019), personal belief in contribution to climate

goals (Olson-Hazboun et al., 2016; Vringer & Carabain, 2020) and trust in local authorities and

policymakers (Segreto et al., 2020) impact support of renewable energy sources.

Due to the complexity of the energy crisis, the trade-offs between energy sources, the counter-

productiveness of policies lacking public support and the versatility of factors driving the latter,

opinions regarding the future of energy supply may differ between stakeholders and individuals

(Komendantova & Neumueller, 2020). Hence, it’s crucial to monitor existing public acceptance

of energy sources to establish suitable and effective energy policies (Komendantova & Neumueller,

2020; Qazi et al., 2019). Therefore, knowledge of past sentiment changes following political deci-

sions, projects and events is helpful as well. While the support for projects can’t be directly inferred

from public sentiments (Scharpf, 1999), positive sentiments are considered a necessary prerequisite

for the support of projects. Thus, this thesis aims to monitor the sentiments and underlying drivers

of sentiment variations.
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2.2 Twitter as a data source

Most of the existing opinion mining studies were conducted using surveys or other non-automated

methods. However, as Kallbekken (2023) suggests, more insights into public support dynamics can

be provided using a variety of methods. One of them is natural language processing (NLP) which

will be the focus of this chapter.

Microblogging platforms pose a great possibility to be used for opinion mining tasks via NLP. Here-

fore, especially Twitter was used very frequently for data collection purposes of various academic

research fields (Karami et al., 2020). According to Karami et al. (2020), the growth of Twitter

used in research was massive in the last decade. During their systematic review of English research

papers, the authors found that Twitter was prominently used for sentiment analysis, social network

analysis, big data mining, topic modeling and content analysis (Karami et al., 2020).

In the following paragraphs, some basic information about the platform, motivation for its choice

for this thesis and some limitations will be explained.

2.2.1 Basic information

The first ever tweet was posted by the former Twitter CEO Jack Dorsey on March 21, 2006 (Dean,

2022). Three years and two months later, one billion total so-called tweets have been posted (Dean,

2022). While 1.3 billion Twitter accounts exist nowadays, 368.4 million users are active, posting

approximately 500 million tweets per day (Ahlgren, 2023). While Twitter has become a worldwide

phenomenon, USA, Japan, India, Indonesia and Brazil account for the biggest number of users

(Ahlgren, 2023). Users can not only post tweets, but also respond to other tweets, engage in

discussions, repost a tweet (retweet), like a tweet or tag other users (Arigo et al., 2018). Until

October 2018, the character limit was restricted to 140 and then expanded to 280 (Karami et al.,

2020).

2.2.2 Advantages of using Twitter for research

Based on these numbers, it seems logical that Twitter’s biggest advantage compared to the tra-

ditional information sourcing alternatives is the extensive amount of free data it provides across

different demographic groups and geographic locations (S. Y. Kim et al., 2021). Especially com-

pared to laborious surveys, experiments and interviews (Li et al., 2019), this is a major advantage

as it boosts (voluntary) participation rate a thousandfold. Apart from the data richness, Twitter

also offers the possibility to go back in time as all Tweets from publicly open accounts 2 are still

available today (Müller-Hansen et al., 2023).3 Although Twitter’s search engine is quite advanced,

collecting tweets is greatly simplified and – for the retrieval of extensive data masses – only possible

2Users can also set their profile as private so that only followers can view them (Arigo et al., 2018)
3Presumed they haven’t been deleted by Twitter for violating rules or by the user himself/herself
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via the access to the Twitter Application Programming Interface (API) (Karami et al., 2020). Not

only does it allow users and researchers to gather massive data volumes, it also lets web builders

embed tweets into their websites (Makice, 2009), create Twitter bots (Alothali et al., 2018) or build

their own third-party Twitter applications (Reinhardt, 2009). Due to Twitter’s popularity within

the scientific community, even an Academic Research API version with a monthly tweet cap of 10

million tweets was launched in January 2021 (Tornes, 2021). All levels of API accesses were freely

available until 2023 (Twitter (X) Developers, 2023).

Not only does the API allow the retrieval of large data loads, it also enables data collection at a

faster rate than surveys or interviews (Ahmed et al., 2017). This is predominantly important to

investigate live events (Jackoway et al., 2011) and is used for disaster management (Chen et al.,

2016) and even for advanced, multilingual disaster location mapping (Sufi & Khalil, 2022). In

combination with the constant supply of tweets over time, this gives the valuable possibility to

analyse a phenomenon over a long timespan and to build time-series accordingly (E. L. Lai et al.,

2016).

Lastly, Li et al. (2019) point out the nature of Twitter data to be composed of ”crowd-sourced

public opinions instead of those from a directed and targeted audience” (Li et al., 2019, p. 2). In

the sense of the energy crisis, this is important as it enables policymakers to get an overview of

ongoing discussions and public sentiments towards the energy crisis (Vrana et al., 2023).

2.2.3 Cautions and limitations

Despite the advantages, there are some key limitations to keep in mind when working with Twitter

data. Li et al. (2019) emphasize statistical and spatial representativeness as a problem. However,

this is a critical issue in any type of study, including surveys and interviews. For the purpose of this

thesis, spatial representativeness shouldn’t raise too many problems as German tweets are more or

less only found in the examined countries. Still, people on Twitter can’t fully represent the public

because, for instance, only 10% of Germans were found to use Twitter regularly (Schmidt et al.,

2022). Moreover, age and gender distribution has a clear bias towards male users between the age

of 25 and 34 years (Ahlgren, 2023). Plus, data quality is impaired on all social media platforms as

data is quite noisy (Jackoway et al., 2011; Li et al., 2019), containing lots of abbreviations, typos,

strong language or emojis (Ahlgren, 2023). Furthermore, the opportunity to post tweets via an

automated approach using the API leads to many bots influencing Twitter discussions (Lei et al.,

2022). It is estimated that the amount of bot accounts is between 9 and 15% (Edry et al., 2021).

Here, Novotny distinguishes between social bots, traditional spammers and fake followers (Novotny,

2019). While most (social) bots are helpful implementations (e.g. for downloading video content

or making threads more easily readable), some pursue malicious goals (scamming, political agenda,

fake news, propaganda, cyberbullying, harassment, etc.)(Wu et al., 2022). Bots can purposefully

divert attention from controversial political decisions as found during the Syrian civil war (Alothali

et al., 2018). Identifying bots is usually done via graph-based detection considering account in-

teractions, crowdsourcing via human annotations or machine learning approaches (Alothali et al.,
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2018).

Unfortunately, data downloading and automated bot identification was made massively more com-

plicated since Elon Musk bought Twitter in 2022. He decided to introduce premium features only

for payments and finally shut down the free API access for all versions in February 2023 (Twitter

(X) Developers, 2023). Although there is still a free write-only access to the API, retrieving tweets

costs at least 5’000$ per month and is limited to 1’000’000 tweets (Twitter Developer Platform,

2023b). For developers and researchers, there’s an enterprise package which allows to retrieve up

to 200 million tweets per month at a fee of 210’000$ (Stokel-Walker, 2023). This massively impedes

research using Twitter data. Before these restrictions, though, collecting public opinion data via

Twitter was less expensive, less labour-intensive and way faster than the alternative survey method

(Abdar et al., 2020).
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2.3 Sentiment Analysis

To make use of extensive Twitter data to examine public perceptions of energy sources, an auto-

mated process is required. This process is called sentiment analysis, sometimes also referred to as

opinion mining or subjectivity analysis (Pang, Lee, et al., 2008). B. Liu (2012, p. 7) describes it

as a ”field of study that analyzes people’s opinions, sentiments, evaluations, appraisals, attitudes,

and emotions towards entities such as products, services, organizations, individuals, issues, events,

topics, and their attributes.” In the following, I will briefly give an overview of the evolution of

sentiment analysis, the known methods and related work that is relevant in the scope of this thesis.

2.3.1 History and evolution

First computer-based sentiment analyses were already performed in the 1990s. Wiebe et al. (1999)

collected texts from different sources and let three human annotators classify each sentence into

subjective and objective. This training data was then used to build multiple machine-learning

algorithms for subjectivity classification. The paper demonstrated how important a corpus of ac-

curately annotated training data is for reliable machine-learning models. In the early years of the

2000s, sentiment analysis tasks predominantly focused on subjective text data and tried to assess

the polarity (positive or negative). This was mainly done to analyse product reviews (Mäntylä

et al., 2018). A pioneer paper on sentiment classification for online reviews was published by Dave

et al. (2003).

With the emergence of social media, a shift of sentiment analysis towards microblogging platforms

was observed and the research field grew fast (Mäntylä et al., 2018). In 2008, Pang, Lee, et al.

(2008) published an almost 100 pages long paper about the incredible potential of sentiment analy-

sis algorithms for everyday applications (marketing, customer services, etc.). Moreover, the authors

provided an overview of the different techniques for sentiment analysis as well as their strengths and

weaknesses. It is still the most cited paper in the research field. Four years later, another widely

respected piece of work entered the research area when B. Liu (2012) released his extensive book

called Sentiment Analysis and Opinion Mining, which is some kind of a bible for sentiment analysis

as it carefully describes everything from the definition of a sentiment to all available classification

approaches that were known in 2012. However, it was already in 2009 when Go et al. (2009) first

used Twitter to build several classifiers which were able to differentiate between positive and neg-

ative sentiments of tweets. The Näıve Bayes algorithm was found to provide the most accurate

results. One year later, Pak, Paroubek, et al. (2010) built upon that and were able to integrate

a neutral sentiment class as well. Just like Go et al. (2009), they took tweets containing happy

emoticons and such containing sad emoticons as training data for the classifier. In addition, they

queried tweets from objective newspaper Twitter accounts to train the neutral sentiment class. Via

POS tags and n-grams, a Näıve Bayes classifier was created to successfully differentiate between

positive, negative and neutral sentiments in tweets. Until about 2015, most accurate sentiment

analysis tasks were performed using traditional machine learning algorithms. Then, Tang et al.
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(2015) released one of the first articles about deep learning for sentiment analysis, using different

types of neural networks to classify texts into sentiments. In 2018, L. Zhang et al. (2018) pub-

lished a famous survey about deep learning for sentiment analysis, explaining what deep learning

is, how it works, which network types exist and which tasks it can be used for, one of them being

sentiment analysis. While early sentiment analysis techniques have predominantly been used for

English texts, the research field started to swap over to German scientists as well. Already in

2010, Remus et al. (2010) built a sentiment lexicon (called SentiWS ) containing more than 32’000

German word forms which were assigned a POS tag and a respective polarity weight between -1

and 1. SentiWS has often been used for German sentiment analyses. It was also part of the re-

search of Schmidt et al. (2022) who did a sentiment analysis on tweets of German politicians and

political parties during the federal election year in 2021. Apart from the lexicon-based approach

via SentiWS, the authors also tested the performance of traditional machine learning techniques

like Näıve Bayes and Support Vector Machine and most recent deep learning algorithms based on

transformers. The transformer-based, so-called BERT models outperformed traditional ML and

lexicon-based approaches, especially when using a combination of large Twitter data as training

datasets.

2.3.2 Transformer-based BERT models

The beginning of this new cutting-edge NLP technology, which is also the base of the currently

hyped ChatGPT, was made by Google’s Deep Learning department Google Brain in 2017 via their

infamous paper called Attention Is All You Need where the authors presented their transformer ar-

chitecture (Vaswani et al., 2017). Based on this, Devlin et al. (2018) then introduced the language

representation model BERT (Bidirectional Encoder Representations from Transformers) which

became the new state-of-the-art model for tasks like question answering, translation and also senti-

ment analysis. Pre-trained BERT models statistically learnt the co-occurrences of words and their

relationship via Masked Language Modelling (Salazar et al., 2019) and Next Sentence Prediction

(Shi & Demberg, 2019) and became thus aware of the main structures of a language (Chalamkate

et al., 2023; Hoang et al., 2019). Therefore, input text is converted into word embeddings that

encode semantic and syntactic features (Al-Rfou et al., 2015; Mikolov et al., 2013). Thanks to the

powerful self attention mechanism (Vaswani et al., 2017), pre-trained models can then be fined-

tuned to be able to solve a specific task (De Greve et al., 2022; Hoang et al., 2019). One of the most

popular tasks for Twitter data is sentiment analysis (Karami et al., 2020). Researchers from Meta

AI (previously Facebook AI ) did a replication study of Devlin et al. (2018) by evaluating the effects

of different hyperparameters and the training set size (Y. Liu et al., 2019). They found Devlin et al.

(2018)’s BERT model to be undertrained and optimized the model by including more training data,

longer training sessions, longer sequences and a dynamically changing masking pattern which led

to a better overall performance. Their model goes by the name of RoBERTa (Robust optimized

BERT approach). In 2020, the Meta AI team took this RoBERTa model and pre-trained it on text
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documents in 100 languages to create a powerful cross-lingual language model (XLM-R) (Conneau

et al., 2019). Similarly, Barbieri et al. (2022) used 198 million Tweets to train XLM-R in more

than 30 languages to make it specifically capable for NLP on microblog texts. Accordingly, they

named the model XLM-T (for Twitter). Furthermore, they explicitly fine-tuned the model for

sentiment analysis in various languages as it is the most studied task on Twitter data. Therefore,

the SB-10K corpus, containing 10’000 annotated German tweets, was used which led to a slight

performance improvement compared to XLM-R (Cieliebak et al., 2017). Apart from multilingual

approaches, there are also a few German-only models, for example by Guhr et al. (2020) who chose

the BERT architecture for a German sentiment analysis. It was trained on a large German corpus

including Twitter, newspaper and online reviews data and reached an F1 score of 0.94, making it

quite powerful for sentiment classification tasks.

2.3.3 Aspect-based sentiment analysis

Standard sentiment analysis traditionally examines the sentiment of the author on a document-level

(e.g. a full tweet) or sentence-level. However, this is often insufficient as document or sentences

may contain different talking points (called aspects) and different sentiments (B. Liu, 2012). To

illustrate this issue, B. Liu (2012, p. 11) used the example ”The iPhone’s phone quality is good,

but battery life is short”. This short phrase consists of two aspects (’phone quality’; ’battery life’)

and two corresponding sentiments (’good’: positive; ’short’: negative). Standard sentiment anal-

ysis algorithms would probably label this phrase as neutral which is not accurate enough when

the user is specifically interested in the phone quality or the battery life of the phone. To tackle

this issue, a special case of sentiment analysis called ABSA (Aspect-based Sentiment Analysis) was

brought up (B. Liu, 2012). ABSA is usually divided into three subtasks: Aspect term extraction,

aspect category classification and aspect polarity classification (De Greve et al., 2022; Kersting &

Geierhos, 2020). These terms are explained by the survey of W. Zhang et al. (2022): Aspect terms

are the words that represent an aspect (in the previous examples: ’phone quality’, ’battery life’).

These aspect terms can be assigned to an aspect category (e.g. ’phone quality’, ’battery’). Further,

there are opinion terms signalising corresponding sentiments (’good’, ’short’) which further define

the polarity classification (’negative’, ’neutral’ or ’positive’).

While this specific research field was dominated by English language for a long time, the Ger-

mEval17 dataset served as one of the first (and still quite few) tasks that focused on aspect-based

sentiment analysis on German texts (Wojatzki et al., 2017). The dataset consists of more than

26’000 reviews about the German railway transport system (Deutsche Bahn) gathered from Twit-

ter, Facebook and Q&A websites in 2015 and 2016 (Wojatzki et al., 2017). All documents were

elaborately annotated for four subtasks: Relevance classification, document-level sentiment analy-

sis (Is the overall sentiment negative, neutral or positive?), aspect-based sentiment analysis (assign

a sentiment polarity to all aspects of predefined categories, e.g. punctuality of trains) and opinion

target extraction (finding linguistic features defining the sentiment) (Aßenmacher et al., 2021).
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While most scholars focused on document-level sentiment analysis using traditional ML techniques

or neural networks (Attia et al., 2018; Biesialska et al., 2020; Cieliebak et al., 2017; Guhr et al.,

2020), only M. Schmitt et al. (2018) dedicated himself to the aspect-based subtask using CNNs

that achieved a micro-averaged F1 score of 0.55 on the test set. It was four years later - after the

introduction of BERT models by Devlin et al. (2018) - when Aßenmacher et al. (2021) revisited the

GermEval17 dataset making use of pre-trained German BERT models to test their performance

on this challenging subtask. They managed to achieve an F1 score of 0.79 that demonstrated the

power of transformer-based models. One year later, De Greve et al. (2022) fine-tuned a pre-trained

BERT model for ABSA on German tweets about books presented at a literature prize and were

able to extract the aspect category (main motif being discussed in the text) and the corresponding

polarity classification. Achieved micro average F1 scores for these two subtasks were at 0.8 and

0.72 respectively. Another German ABSA was carried out by Kersting and Geierhos (2020) who

worked with physician customer ratings from Austria, Germany and Switzerland. However, from

the three main subtasks of ABSA, only an aspect term extraction and the corresponding aspect

category classification were conducted.

2.3.4 German sentiment analysis regarding energy perception

There are various non-German sentiment analysis studies about specific energy sources like nuclear

energy (Jeong et al., 2021; Z. Liu & Na, 2018), solar energy (S. Y. Kim et al., 2021; Nuortimo

et al., 2018), wind power (V̊agerö et al., 2023), hydropower (Jiang et al., 2016; Yin & Fan, 2023)

or renewable energy sources overall (Abdar et al., 2020; Ibar-Alonso et al., 2022). However, except

for V̊agerö et al. (2023) (2006 until 2022) and Yin and Fan (2023) (1971 until 2020), sentiment was

analysed over a short period of time which could not provide useful insights into how the public

perception changed.

Albeit being quite rare, there are also some German scholars who recently performed sentiment

analyses for energy perception monitoring. For example, there is a recent study covering the Twitter

discussion of EU citizens about the energy crisis in 2022 by Vrana et al. (2023). Simple sentiment

analysis was performed using a multilingual sentiment lexicon in September 2022. Moreover, the

authors conducted a content analysis via frequent word pairs to compare sentiments with central

aspects of the discussions. Apart from the narrow time frame, I’d argue that this is more of an

emotion analysis as emotions like fear or trust were monitored instead of classic polarities proposed

by B. Liu (2012). The author managed to monitor how people felt about the energy crisis in autumn

2022 while no information was gained about the sentiments towards specific energy sources (Vrana

et al., 2023). The latter was done by Dehler-Holland et al. (2022) who combined a structural topic

model with a lexicon-based sentiment approach to monitor sentiment variations towards wind power

using German newspaper articles that were published between 2009 and 2018. Via this technique,

they could classify articles into topics related to wind power and weighted the sentiments of these
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topics on a monthly basis. The authors found that the support of wind power got increasingly

challenging over the years (Dehler-Holland et al., 2022). Another insightful study was conducted

by Müller-Hansen et al. (2022) between 2017 and 2020 who examined the perception of coal energy

in Germany. They also used a simple lexicon-based approach (SentiWS by Remus et al. (2010))

which assigned a polarity score to each word. For the sentiment of the tweet, the average word

polarity was chosen. Eventually, the authors found a decreasing public perception trend regarding

coal energy, accompanied by an increasing polarization (Müller-Hansen et al., 2022). There’s also

a recent sentiment analysis study by Xu et al. (2022) examining public sentiment of nuclear energy

in German-speaking countries. However, apart from the abstract, I could not access the full text

of this paper.

A research gap

Conclusively, there is no German sentiment analysis research about the public perception towards

different energy sources over the timespan of several years which would enable a bigger picture of

the topic. Moreover, the existing German studies are limited to lexicon-based sentiment approaches

which are methodologically limited due to the complexity of the German language and the noisy

social media data. Hence, broadening the perspective methodologically by using state-of-the-art

models in combination with an aspect-based sentiment analysis model, thematically by covering

different prominent energy sources, and temporally by expanding sentiment analysis over several

years is necessary to get more insight into the public energy perception.
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2.4 Content Analysis

Once an insight into the temporally shifting sentiments about different energy sources is guaranteed,

it will further be necessary to inspect possible underlying causes and prominent talking points. Due

to the interaction setting, social media data is often clustered around ongoing events or themes

which are of interest to be revealed for academic research fields (E. L. Lai et al., 2016). Such a

content analysis could generally be summarised as a technique of transforming unstructured text

data into a format that allows the systematic and quantitative description of its substance (Marine-

Roig, 2022). In its early days of research, content of Twitter data has been analysed using manual

coding regarding Twitter accounts of television channels (Greer & Ferguson, 2011), sport athletes

(Hambrick et al., 2010) or universities (Linvill et al., 2012) before moving on to more sophisticated

methods which will be mentioned as follows.

2.4.1 Term frequency methods

Already in 2013, Benhardus and Kalita (2013) were interested in uncovering trending topics on

Twitter. The authors did this by analysing the frequency of terms appearing in tweets over a

certain time period and further used unigrams and bigrams as well as normalization methods to

monitor the topcis of online discussions. Such content analyses were also carried out to uncover

events that could be responsible for observed sentiment variations. For Twitter data, this was done

by Schmidt et al. (2022), who investigated the sentiment of political parties during the federal

election 2021 and performed a term frequency analysis which is the simplest kind of BOW analysis

according to Purves et al. (2022). By grouping the Twitter data, Schmidt et al. (2022) monitored

words that usually appeared in negative and positive tweets. As a visualisation, they chose word

clouds. A derivative of term frequency is the TF-IDF (term frequency - inverse document frequency)

method which compares the abundance of a certain term in a document with its frequency in the

whole corpus (Purves et al., 2022). By doing so, terms frequently occurring in just a few documents

are enhanced, while ’standard’ terms that are part of many documents within the corpus but appear

less frequently in these documents get assigned a smaller weight (Hiemstra, 2000). TF-IDF can

further be used to transform text data into vector representations that serve as inputs for machine

learning algorithms (Ahmed et al., 2017).

Instead of single words, Vrana et al. (2023) monitored frequently used word pairs to get a broader

insight into the ongoing debates regarding the European energy crisis. To focus on important

terms, stop words were removed beforehand and a threshold for the occurrence of word pairs was

defined, removing pairs that occurred less than ten times. Each word was then represented as

a node and edges between these nodes were added if the words co-occurred. This resulted in a

semantic network which was further cleaned based on betweenness centrality (Vrana et al., 2023).

Building on the word pair approach, the distance between words can further be taken into account

to make typical patterns visible (Purves et al., 2022). This is predominantly a good option for

longer documents. This method can further be expanded to ”meaningful combination of words,
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termed collocates” (Purves et al., 2022, p. 60). Meaningful are such combination if they statistically

co-occur more frequently than expected by random choice (El-Kishky et al., 2014).

2.4.2 Topic modelling

An advanced method to analyse large text documents are topic models which also attempt to make

latent themes of a given text corpus visible (E. L. Lai et al., 2016). One widely used approach of

topic models was introduced by Blei et al. (2003) who came up with Latent Dirichlet Allocation

(LDA) that uses the statistical distribution of words in a corpus to build groups (Jelodar et al.,

2019). Among other scholars who made use of LDA for Twitter content analysis (e.g. (Xue et

al., 2020)), Karami et al. (2020) used this technique for an extensive systematic review about

research with Twitter data to monitor common topics discussed. Once each document (in the case

of Karami et al. (2020) abstracts of research papers) was converted into a BOW representation,

LDA examines the occurrences of words in the documents of the whole corpus. Based on this

word distributions, topics are identified and are represented by word probabilities (Jelodar et al.,

2019). As it can efficiently group unstructured text data, LDA is commonly used to gain a better

understanding of tweets (Negara et al., 2019; Xue et al., 2020; S. Yang & Zhang, 2018). In their

review, Karami et al. (2020) let the LDA model identify 40 different topics. For instance, it was

found that words like ’tourism’, ’species’ and ’human’ frequently co-occurred which allowed to form

a topic ’Nature/Tourism’ (Karami et al., 2020). Moreover, LDA is a good option to explore a corpus

of documents and their dominant themes (Purves et al., 2022).

From LDAs, more advanced statistical models called Structural Topic Models (STM) were derived

to ”make inference about social and political processes that drive discourse and content” as Roberts

et al. (2016, p. 1) put it. Dehler-Holland et al. (2022) decided to use a structural topic model (STM)

as an unsupervised method to split their newspaper articles about wind power into meaningful

categories. The functionality of an STM is very similar to the one of LDAs as it also assumes

that a topic consists of the frequent usage of similar words (Dehler-Holland et al., 2022). The

main innovation of STMs compared to LDAs is the implementation of covariates (other features

apart from pure BOW-represented texts, e.g. time or publisher) to improve the classification

(Roberts et al., 2016). As preprocessing is more elaborate, Dehler-Holland et al. (2022) applied

POS-tagging, lemmatization and stop word removal on the data and finally transformed the corpus

into a document-term matrix. For their investigation about legitimacy towards wind power, the

authors relied on the covariate ’time’ since they view legitimacy as time-dependent, and let the

STM create 44 different topics which were then undertaken a sentiment analysis (Dehler-Holland

et al., 2022).

2.4.3 Phrase extraction

Although all these models are based on a BOW representation of text documents and, thus, ignore

the grammatical order of words, they ”can be surprisingly effective when we are dealing with large
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corpora.” (Purves et al., 2022, p. 57). Leaving the BOW-approach, M. Yang et al. (2018) went a step

further believing that words do not contain enough information to gain sufficient insights into social

media discussions and thus used a phrase-mining algorithm to extract frequent word sequences. This

data-driven algorithm created by El-Kishky et al. (2014) browses the corpus for frequent contiguous

patterns and then statistically merges them into meaningful sentences. Several advanced phrase

mining methods have been proposed in the recent years. One of them was developed by (Tripathy

et al., 2021) in 2021 and implements a POS tagger which assigns a grammatical feature to each

word (Purves et al., 2022). Here, especially nouns are tagged due to their significance for phrases

(Tripathy et al., 2021). Based on the POS tags, extractive summarization is applied to retrieve

important information in form of frequent bigrams, followed by the comparison of these bigrams

with the original phrases (similarity measure) (Tripathy et al., 2021). Schopf et al. (2022) combined

this POS-tag approach with the power of BERTs to extract sequences that best describe the full

document. Here, the similarity of the extracted phrases to the full document is based on the vector

embeddings coming from BERT models. As these BERT models also exist for German language,

a phrase extraction for German documents is possible as well (Schopf et al., 2022).
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2.5 Geospatial separation

According to the aims and research questions of this thesis, a distinction between the three German-

speaking countries (Germany, Austria and Switzerland) is made to compare the sentiments on a

country scale. Hence, a geographic component comes into play and is, thus, crucial to be extracted

from the dataset. In other studies, this valuable location information was retrieved for traffic,

disaster or crime management and disease surveillance (X. Hu et al., 2022).

On Twitter, geographic information can be shared via three different methods. First of all, users

can enable Twitter to access their GPS data to add the precise location to a tweet (Twitter, 2023).

This location is then shown in the tweet itself, hence, such tweets are typically called georeferenced

tweets (Hahmann et al., 2014, p. 4). Since this feature is turned off by default, only about between

0.4% and 1% of Twitter users add the location to their tweets (Carley et al., 2016; Hecht et al.,

2011; Morstatter et al., 2013; Ryoo & Moon, 2014).

The second option to add location information is the Twitter profile itself (Zheng et al., 2018).

However, this is a unstructured field meaning that neither GPS data has to be provided, nor does

the user have to select a location from a database. Instead, any possible combination of characters

can be manually typed in. Not surprisingly, Hecht et al. (2011) found that 34% of Twitter users

provided a fictional or sarcastic place names instead of a real locations. Those users who typed in

a real location were mostly referring to a city (Hecht et al., 2011). While comparing the profile

location with the GPS coordinates attached to tweets, B.-S. Lee (2012) found that close to 50% of

all users post most of their tweets from their profile location. An even lower amount (34%) was

found by Leetaru et al. (2013), indicating the unreliability of this place declaration for fine-grained

geolocation purposes (Mahmud et al., 2012).

The third and most frequently used option to incorporate geospatial information is via the tweet

text itself (Zheng et al., 2018). As part of a flood detection study, Arthur et al. (2018) found

33% of their retrieved tweets to mention a place name (so-called toponym (Gritta et al., 2020)).

Especially for disaster management purposes (Grace, 2021), a tweet gets instantly more valuable if

a location is provided (Munro, 2011). When reporting local events, Twitter users prefer to include

place names into the tweet’s text instead of adding GPS tags (Grace, 2021). This makes sense

as not all people who tweet about a place are at that place by the time of tweeting. This issue

was illuminated by a study of Hahmann et al. (2014) who found a low correlation between the

exact location tweets were sent from and the toponyms mentioned in those tweets. Since it’s the

goal of the thesis to compare energy source related sentiments of users from Germany, Austria and

Switzerland, the home location is of interest. Thus, compared to most other studies, no fine-grained

location extraction is necessary.

2.5.1 Geoparsing

The process of identifying toponyms and translating them into geographic objects is usually called

geoparsing and is divided into two steps: Geotagging and Geocoding (Gritta et al., 2020). While

20



Master’s thesis M. Stutz 2 Background and literature

geotagging is also known as toponym recognition, geocoding is often referred to as toponym reso-

lution. The first step identifies a toponym in an unstructured text document (such as a tweet),

before the second one disambiguates the toponym and links geographical coordinates to it (De

Bruijn et al., 2017; Gritta et al., 2018, 2020; Lieberman et al., 2010). In this sense, geotagging is

a special case of Named Entity Recognition (NER) (Gritta et al., 2020) which generally identifies

proper nouns as people, organisations or – like in this case – places (Purves et al., 2022). Although

terminologies can be very confusing as they vary from author to author 4, I will refer to geoparsing

as a combination of toponym recognition (= geotagging) and toponym resolution (= geocoding) in

this thesis (Figure 1) (as proposed by Gritta et al. (2018), X. Hu et al. (2022), Y. Hu and Adams

(2020), Wang and Hu (2019), and Wang et al. (2020)). Due to the noisy Twitter data quality,

language diversity, ambiguous place names, metonyms and limited context information, geoparsing

is a challenge (Gritta et al., 2018). Different toponym recognition and resolution approaches exist

to tackle this challenge, varying in complexity and accuracy.

Figure 1: The process of Geoparsing.

2.5.2 Toponym recognition

Usually, four techniques are distinguished (rule-based, gazetteer-based, statistical learning-based

and hybrid approaches of aforementioned techniques) when it comes to extracting place names from

unstructured texts (X. Hu et al., 2022; Zhou et al., 2023). While simple rule-based approaches focus

on typical suffixes (in German e.g. ’-berg’), prepositions or typical POS-combinations to identify

locations (X. Hu et al., 2022), gazetteer-based approaches compare words of the text document

with dictionaries that store location names and corresponding geospatial information (gazetteers)

(Sagcan & Karagoz, 2015). Some gazetteers also contain additional facts like population size,

alternative names or administrative levels (Y. Hu & Adams, 2020). Still, these approaches are

quite limited, especially due to place name ambiguity, and hugely depend on the defined rules or

the volume of the gazetteer (De Bruijn et al., 2017).

Gazetteer-upgrades

Hence, gazetteer approaches were upgraded by including other techniques and heuristics to improve

their performance. Particularly optimized for tweets, Paradesi (2011) inspected the words before

4There are authors who use geoparsing as a synonym for geotagging, leaving out the geocoding part (Gelernter

& Balaji, 2013; McCurley, 2001), such that equate geotagging with geocoding (Ghahremanlou et al., 2015) and such

treating geotagging as consisting of toponym recognition and toponym resolution (De Bruijn et al., 2017)
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a term found in gazetteers to evaluate whether it is actually a toponym or not as prepositions like

’near’ or ’in’ are oftenly followed by place names. Mahmud et al. (2012) used the USGS gazetteer

with a combination of classifiers that further took non-toponym words and hashtags of the tweet

into account. They additionally incorporated heuristic classifiers such as number of times certain

toponyms are mentioned and tweeting behaviour (tweet volume per time unit). A Näıve Bayes

Multimonial method was used to train the classifiers which led to a performance improvement

when predicting the home location of users (Mahmud et al., 2012).

Statistical learning approaches

In comparison to gazetteers, statistical learning-based methods like NER use NLP to analyse gram-

matical patterns and structures of a text to classify words into categories of which one usually is

location (Al-Rfou et al., 2015). This especially enables an appropriate distinction between place

names and people (Amitay et al., 2004). Most of these algorithms were trained using traditional

machine learning approaches like Random Forest (RF) or Long Short-term Memory (LSTM) (X.

Hu et al., 2022). A famous NER is the Stanford NER which was pre-trained on a large English

corpus (CoNLL) in 2003 and uses conditional random fields (CRF) to recognise words that repre-

sent a location (Finkel et al., 2005). Stanford NER served as the geotagging algorithm in multiple

studies, e.g. by DeLozier et al. (2015) or Karimzadeh et al. (2013). The latter came up with

their GeoTxt geoparser which is specifically optimized for unstructured micro-text such as tweets.

However, apart from the linguistic limitation, the Stanford NER was found to perform badly when

it comes to informal, user-generated content (P. Liu et al., 2022). In 2015, Al-Rfou et al. (2015)

built their own NER system using word embeddings and Wikipedia articles which could outperform

existing algorithms like OpenNLP and NLTK and reach a good performance especially for tagging

persons (Al-Rfou et al., 2015). In 2020, the Stanford NLP group published Stanza, an open-source

python library for toponym recognition (and various other NLP tasks) which supports 66 languages

including German (Qi et al., 2020). It was pre-trained on 112 datasets and operates via BiLSTM

and a CRF. A direct competitor is SpaCy which is also a free open-source NLP library for python

(spaCy.io, n.d.). It can be used for various NLP tasks and supports multiple languages as well,

one of them being German. It focuses on a simple implementation as aims to be as user-friendly

as possible. While SpaCy wasn’t that good at recognizing persons and organisations, it reached an

F1-score of 0.74 regarding toponym recognition (X. Schmitt et al., 2019).

Deep learning approaches

More complicated but also more powerful deep learning algorithms have been built by Wang et al.,

2020 who came up with the so-called NeuroTPR and by Zhou et al., 2023 who recently introduced

their cutting-edge TopoBERT. NeuroTPR is based on a bidirectional recurrent neural network

specifically trained for noisy microblog texts. Its limitations were addressed by TopoBert which

uses a onedimensinoal CNN in combination with the capabilities of a pre-trained BERT language
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model. It was fine-tuned using three large datasets and reaches a F1-score of 0.865 for toponym

recognition, which is better than the performance of NeuroTPR (0.728) tested on the same dataset

(Zhou et al., 2023). Such BERT-based systems are particularly powerful when it comes to larger

context observations (X. Hu et al., 2022) and social media texts that often consist of informal

language, abbreviations, inconsistent capitalization or misspellings (Wang et al., 2020). The large

majority of these models are limited for this thesis as they are only available for English, French or

Chinese text data (Chalamkate et al., 2023). Apart from multilingual SpaCy (spaCy.io, n.d.) and

Stanza (Qi et al., 2020), there are barely any toponym recognition models specifically designed for

the German language.

2.5.3 Toponym resolution

Depending on the method, toponym recognition and resolution are closely related. While gazetteers

already contain stored coordinates and network-based methods like the oft-cited approach by

Compton et al. (2014) directly infer user locations from GPS locations of Twitter friends, NLP

toponym recognition methods, that solely focus on predicting whether a word is a place name or

not, demand an additional toponym resolution part to retrieve corresponding coordinates. Most

statistical-learning based NLP approaches still used common gazetteers as a basis. As for the

gazetteers, Acheson and Purves (2021) found that the Google Geocoding API performs a lot better

at toponym resolution than the famous GeoNames 5, at least for locations mentioned in scientific

articles. For toponyms not present in the chosen gazetteers or such with multiple entries, scholars

additionally developed geocoding and disambiguation methods. As Weissenbacher et al. (2015)

summarised, there are mainly two methods to do so: One inspecting the context words in the

document and one using heuristics like distance or population count. Based on the literature, I’d

suggest that there is a third method making use of tweet metadata.

Context, heuristics and metadata

For GeoTxt, Karimzadeh et al. (2013) applied ranking rules using Levenshtein Distance – a quite

old similarity measure introduced by Levenshtein et al. (1966) – to compare the toponyms found in

the text with the entries in GeoNames and population count majority to select the most suitable

entry. Moreover, other toponyms in context are taken into account to enhance disambiguation.

A similar approach was chosen by Weissenbacher et al. (2015) who also considered a population

heuristic to disambiguate toponyms but further included the distance to other found (and matched)

toponyms in the same document. Paradesi (2011) compared the locations of the found toponyms

with the user location found in the profile to disambiguate frequently occurring place names. In a

study about geocoding Thai tweets, Chalamkate et al. (2023) used the Google Geocoding API as

it provides comprehensive and accurate information about Thai names. The authors developed an

approach to geocode toponyms from Twitter data that could not be matched with the Geocoding

5https://www.geonames.org/
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API. They tested different clustering methods to estimate the location of unmatched toponyms and

found topology words (expressions found in the tweet containing an unmatched toponym) to be

the most accurate predictors of the geolocation (Chalamkate et al., 2023). Not solely focussing on

topology words, DeLozier et al. (2015) came up with TopoCluster which is a geoparsing approach

based on the assumption that a set of words can predict locations. Then, they trained a model based

on a Wikipedia dataset to associate a cluster of words with corresponding coordinates. Similarly,

Hahmann et al. (2014) looked at toponyms and other words that are characteristic for a certain

region (e.g. ’beach’ for a coastal place).

De Bruijn et al. (2017) tackled the problem of ambiguity and multiple toponym mentions (within

the same tweet) by taking metadata of tweet groups referring to the same toponym into account.

Particularly, the user’s time zone, the residence location from the profile and tweets with GPS-

enabled location were considered for the disambiguation process. The authors inspired V̊agerö et

al. (2023) who focussed the user defined location field specified in the Twitter profile and compared

this with Wikipedia data to skip fictional place names. Due to De Bruijn et al. (2017)’s grouping

approach, tweets without GPS locations could be geotagged on multiple geospatial scales. The

performance could be improved compared to Grover et al. (2010) who worked with two gazetteers

and also considered the context words but didn’t group the tweets. Time zone metadata was also

used by Arthur et al. (2018) for location inference. The authors closely followed the approach

proposed by Schulz et al. (2013) who also worked with GeoNames and a combination of metadata

that hints location (they call these information spatial indicators). Apart from time zone, the

tweet text itself, the location field in the profile, other user account information or shared links

can indicate a location or at least narrow the selection of ambiguate toponyms or possible regions

(Schulz et al., 2013). Compared to many other studies, Arthur et al. (2018) did not locate tweets

or users but focussed on retrieving the location of flood events mentioned in tweets. Similarly,

Sufi and Khalil (2022) built an algorithm that scans social media posts for disaster keywords and

extracts the mentioned location via a NER system to retrieve the location of the disaster. Hence,

the aims of Arthur et al. (2018) and Sufi and Khalil (2022) are similar to the one of this thesis.

However, while flood event locations should be geocoded as accurate as possible, retrieved tweets

document should only be assigned to one of the three German-speaking countries here.
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3 Methods

As described in the previous chapters, there exist many different approaches to perform sentiment,

content and geospatial analyses using Twitter data. With regard to the reproducibility, critical

reflection and assessment of the results, knowledge of the exact methodology will be provided

in this chapter. Figure 2 gives a broad overview of the overall methodological procedure that has

been chosen to address the research questions. Following the thesis extent justifying the thematical,

spatial and temporal dimension of this work, the individual methods will be described in detail in

the following subsections.

Figure 2: The methodic steps conducted in this thesis.

3.1 Thesis extent

In context of the energy crisis (see 2.1.2), Swiss newspapers, political debates and private discus-

sions are frequently centered around energy supply and possible solutions regarding energy sources.

Due to the lack of existing work about sentiment towards energy sources in German-speaking coun-

tries, the necessity of public support and the different energy policy approaches of the surrounding

countries, this thesis doesn’t only focus on the case of Switzerland but further considers its neigh-

bour countries Austria and Germany.

In accordance to the selected countries, the dominant energy sources used in Germany, Austria

and Switzerland have been chosen (IEA, 2020). Although biofuels and waste also play a certain

role for energy supply in all three countries, this category has been left out as I perceived it as

less discussed and rather uncontroversial compared to the other energy types. Moreover, I decided

to summarise gas and oil into the same energy source class as they are closely related and were

found to be mentioned together quite often during the visual inspection of tweets. Conclusively,

six energy source categories have been set up: Nuclear, coal, solar, wind, water, gas/oil.

An advantage of using Twitter is the possibility to retrieve historic data. Although the first tweet

was posted in 2006 already (Dean, 2022), I decided to choose 2007-01-01 00:00:00 as a starting

date due to the small tweet volume in the year before. Since my work for this thesis started in

January 2023, the end date was set to 2022-12-31 23:59:59. Due to the sparse tweet availability

in the platform’s early years, the first tweet that was retrieved was posted on 2007-04-26 10:08:52,

while the last one was from 2022-12-31 23:56:06.
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Figure 3: The temporal distribution of tweets per energy source.

3.2 Data download and software

Access to the Twitter API made data retrieval straightforward, at least before the free API services

were closed in February 2023.

Fortunately, since I already decided to use Twitter for my Master’s thesis in December 2022, I

could successfully apply for the Academic Research access and gather the data I needed for my

work before the payment era started. To be granted access, a link to my name found on the

GIUZ’ departement website and a description of how the data will be used had to be provided.

Between February 4th and February 8th, a total of 5’136’480 tweets were downloaded (see Figure 3).

Apart from the temporal time span, multiple parameters could be specified (see Twitter Developer

Platform (2023a)). For the tweets, all available optional fields such as geo-information, public

metrics and entities have been selected. However, no optional user fields were included as I missed

this option although they would have been useful for preprocessing. Table 1 lists all retrieved fields.

tweet fields

’created at’, ’id’, ’entities’, ’possibly sensitive’, ’lang’, ’conversation id’, ’text’, ’edit controls’, ’re-

ply settings’, ’in reply to user id’, ’public metrics’, ’edit history tweet ids’, ’referenced tweets’, ’au-

thor id’, ’geo’, ’withheld’

Table 1: The attributes downloaded by the Twitter API.
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The actual tweet retrieval was then conducted using suitable keyword queries. For each of the

energy sources, a respective query was built as shown by Table 2. Every tweet posted between

January 2007 and December 2022 which contained at least one of those words was downloaded.

Compared to Müller-Hansen et al. (2022), keywords like ’Kohleausstieg’ or ’kohlefrei’ were not

included as they already contain a sentiment bias. Since the Twitter API is not case-sensitive,

also tweets containing the keywords as lower-cased were downloaded. However, only words exactly

matching the keywords provided were retrieved. Hence, the plural forms were specifically included

as well. Moreover, tweets containing the energy source (e.g. ’Kohle’) and one of the words ’En-

ergie’ or ’Strom’ were also selected and downloaded. Accordingly, the sole occurrence of an energy

source word (’Atom’, ’Kohle’, ’Sonne’, ’Wind’, ’Wasser’, ’Gas’, Öl’) was not meaningful enough for

a tweet to be downloaded. This decision was inspired by Müller-Hansen et al. (2023) and taken in

favor of a better precision since these words can have multiple meanings in the German language

and don’t necessarily refer to an energy source. However, this reduced the recall as it’s assumed

that some users tweeted about energy without making use of these two additional words. Similar

issues were evoked by the decision to implement ’PV-Analge’ instead of only ’PV’ due to its short-

ness. Moreover, microreading later revealed that some people also used the abbreviations ’WEA’

for wind power plants and ’WKA’ for hydropower plants. Both terms were not included in the

search queries, hence reducing the recall. On the other hand, the precision didn’t reach a maximum

either as some keywords referred to non-energy topics (e.g. people tweeting about a famous song

called Kernkraft 400 ). Moreover, especially the usual abbreviations for nuclear energy (’AKW’ and

’KKW’) could easily refer to other non-German words. However, due to the character limit of 280

characters and the popularity of these abbreviations, I decided to include them in order to expand

the recall.

As described before, the spatial focus of the thesis lies on Germany, Austria and Switzerland. How-

ever, the only download criteria were the defined keywords. Hence, tweets posted by users from the

Principality of Liechtenstein or German-speaking users abroad were also downloaded. Even though

a language feature parameter (’lang: de’) was involved into the search query, this didn’t seem to

perform perfectly. Thus, also tweets in other languages were retrieved. Since Twitter automatically

assigns a language label to the metadata of each tweet, I performed a simple language sensitivity

analysis and found 99.86% of all tweets to be in German, followed by 0.09% in Dutch and 0.02%

in English.

The API also allowed to exclude retweets if wanted so. Due to the retrieval limit of 10’000’000

tweets per month and the time pressure due to the announced API shutdown, retweets were ex-

cluded. According to Sharma and Gupta (2022) and Hutchinson (2021), about 50% of all tweets

are retweeted. Since especially tweets of famous people can have thousands of retweets, tweet

load would have been too big. Moreover, the ’public metric’ attribute was included during the

downloading process. Thus, it’s still possible to view how often a certain tweet was retweeted.

Consequently, not all existing tweets containing a sentiment about a chosen energy source were

derived while some undesired posts were included, limiting the validity of the results.
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For the downloading process, Python 3.10 in combination with the tweepy package (Roesslein, 2018)

was used. Due to the rate limit of maximum 500 tweets per request, the data was downloaded in

batches and then merged afterwards. For more powerful operations, an Ubuntu instance provided

by the University of Zurich was employed.

Energy source Keyword query

nuclear ’(Atomkraft OR Atomkraftwerk OR Kernkraft OR Kernkraftwerk OR Atomenergie

OR Kernenergie OR Nuklearenergie OR Brennstäbe OR AKW OR KKW OR AKWs

OR KKWs) lang:de -is:retweet’

coal ’(Kohlekraft OR Kohlekraftwerk OR Kohlekraftwerke OR Kohlestrom OR Kohleen-

ergie OR Kohlenstrom OR Kohlenenergie OR Braunkohle OR Steinkohle OR (Kohle

(Energie OR Strom))) lang:de -is:retweet’

wind ’(Windenergie OR Windkraft OR Windpark OR Windkraftwerk OR Windkraftwerke

OR Windrad OR Windräder OR Windkraftanlage OR Windenergieanlage OR

Windenergieanlagen OR Windkraftanlagen OR (Wind (Strom OR Energie))) lang:de

-is:retweet’

solar ’(Solarenergie OR Sonnenenergie OR Solarkraft OR Sonnenkraft OR Photovoltaik OR

PV-Anlage OR Photovoltaikanlage OR Photovoltaikanlagen OR Sonnenkollektoren

OR Solarzelle OR Solarzellen OR Solarmodul OR Solarstrom OR (Sonne (Energie

OR Strom))) lang: de -is:retweet’

water ’(Wasserkraft OR Wasserkraftwerk OR Wasserkraftwerke OR Laufwasserkraftwerk

OR Flusskraftwerk OR Laufkraftwerk OR Laufwasserkraftwerke OR Flusskraftwerke

OR Laufkraftwerke OR Pumpspeicherkraftwerk OR Pumpspeicherkraftwerke OR

Speicherkraftwerk OR (Stausee OR Staumauer) (Strom OR Energie) OR Spe-

icherkraftwerke) lang:de -is:retweet’

gas ’(Erdgas OR Erdöl OR Erdoel OR Heizöl OR Mineralöl OR (Gas OR Öl) (Strom OR

Energie OR heizen) OR Erdölförderung) lang:de -is:retweet’

Table 2: Search queries defined to retrieve tweets via the API.
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3.3 Preprocessing

In order to use the tweets for the main tasks corresponding to the research questions, namely

sentiment analysis, content inspection and geoparsing (Figure 2), they have to be cleaned to prevent

unwanted noise, bias or distortion. Especially due to the API which allows the automated posting of

tweets, a lot of spams and politically motivated content is generated (Edry et al., 2021). This needs

to be tidied up as efficiently as possible since it’s the goal of the thesis to monitor the sentiment

of human users. Moreover, even if not sent via an automated approach, Twitter users can distort

a discussion by copy pasting their own or other user’s tweets. As the sentiment towards an energy

source is averaged over all tweets, spams can misrepresent the discussion (Balet et al., 2023; Dehler-

Holland et al., 2022) and thus massively warp the sentiment. To avoid this unequal weighting of

opinions, duplicate tweets and bot accounts are excluded for the further analysis. In addition, an

aspect separation classifier was set up to reduce errors arising from the sentiment analysis task.

These steps and their limitations will be described in detail in the following subsections.

3.3.1 Duplicates removal

To remove duplicate tweets (spams), different approaches have been adopted in the literature.

While Feizollah et al. (2019) used MD5 hashes by Rivest (1992) to detect real duplicates (called

strict duplicates by Nauman and Herschel (2022)), Tao et al. (2013) came up with some near du-

plicate (called fuzzy duplicates by Nauman and Herschel (2022)) detection methods. Here, the

contents of two or more documents don’t have to be congruent to be considered spams. Instead,

the authors labelled posts as near duplicates based on a certain degree of similarity. This similarity

considered syntax, semantics and context. If documents reached a certain threshold of similarity,

they were considered near duplicates and could then be removed accordingly.

Sedhai and Sun (2017) introduced a semi-supervised approach to detect spam tweets which takes

blacklisted URLs, spam words and pre-labelled tweets into account. Hence, they were also guided

by some rules and similarity measures just like Viswanathan et al. (2019) who referred to a dupli-

cates as a pair of sentences conveying the same meaning and tested six machine learning algorithms

to identify such similar sentence pairs. Before performing sentiment analysis on newspaper articles,

Dehler-Holland et al. (2022) also removed duplicates via the Levenshtein distance in order to reduce

biases.

For such newspaper articles, which are longer than tweets, it makes sense to consider the similarity

as a criterion for duplicates as the possibility of two or more articles to be copy-pasted is very

small. Also, near duplicate detection seems plausible for the purpose of finding similar threads in

a question answering forum as done by Viswanathan et al. (2019). However, for this thesis, the

data retrieval based on keywords already led to a rather high degree of similarities within a corpus

of a certain energy source. Although similarity measures would allow the identification of spam

tweets that vary only slightly which would increase the precision, the recall would suffer from this

approach due to textual resemblance of the tweets and their short lengths. Due to the subsequent
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bot detection step, it was expected to catch users that operate with slightly varying spam tweets.

So, the recall was deemed more important than the duplicate precision in this first preprocessing

step. Hence, near duplicate detection was considered as unsuitable in this case.

Consequently, I decided to conduct a strict approach and removed the tweets with the exact same

wording. However, as it was found that some users posted the same tweet with just a different

user tagged or different URLs mentioned within the tweet, tags (e.g. @user1) and URLs have

been removed beforehand to avoid the inclusion of such slightly variable spam tweets. Hence, this

approach is a bit less strict than the one of Feizollah et al. (2019) as their MD5 hashing treats

every single character, capitalization or punctuation variation as a new document. The first idea

was to remove only duplicate tweets sent by the same user. As there are reports of extensive spam

campaigns involving a network of different users (Chu, Widjaja, & Wang, 2012), this idea was

discarded and duplicates were ruled out ignoring the origin author. Still, I decided to implement

each spammed tweet exactly once as it is still an opinion which should be considered but should

not be overweighted. So, for each duplicate tweet, the most recent one was kept while the others

were dropped. Thus, in this thesis, it’s referred to a duplicate or a spam when the main tweet text

exists more than once in the exact same wording, while additional user tags and included URLs

may still differ.

This approach has strenghts and weaknesses. While it’s rather unlikely that two tweets with 280

characters have the exact same wording solely by chance, this probability increases with decreas-

ing tweet length. For example, short slogans like ”Atomkraft nein!” were definitely posted by

many different users independently without the intention of spamming. Moreover, many Twitter

users frequently share newspaper articles via the share function of the newspaper site, resulting

in duplicate tweets although users operated independently but just considered the same article as

interesting. Although the majority of newspaper articles is of neutral sentiment, all those tweets

were removed though they should have accounted for the sentiment calculation. This negatively

affected the recall. On the other hand, one single character variation (with exception of user tags

and URLs) was enough to bypass the duplicate detection algorithm, decreasing the precision of the

spam detection methodology. Nevertheless, after weighting the drawbacks of the fuzzy and strict

approach, the latter was assumed to be more suitable, mainly due to the textual similarities of the

tweets and the subsequent cleaning steps.

After the duplicates were removed, a total of 4’245’701 tweets were left. Large amounts of du-

plicates were found for solar energy, wind energy and gas/oil. By analysing the Twitter accounts

responsible for the duplicates, the most extensively spamming user accounted for not less than

92’178 duplicate tweets (over all six energy categories). This is almost 2% of the initially down-

loaded tweet volume.

3.3.2 Bot detection

It’s probable that the aforementioned Twitter user who accounted for such a large portion of all

spams used an automated approach to post tweets, making him/her a bot. Literature estimates
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that between 9% and 15% of all Twitter users are bots (Ahlgren, 2023; Edry et al., 2021). They

can be motivated by an ideological agenda or use Twitter for political propaganda, among other

reasons. Hence, a single human can purposely influence an online discussion. For the purpose of

this thesis, this is not desirable. For instance, a pro-gas activist (or an entire network of activists)

could set up a code which automatically posts plenty of tweets about the advantages of gas energy,

maybe even containing wrong information. In addition, as stated by Edry et al. (2021), bot tweets

usually contain more emotions than human tweets and are much more stubborn, showing less

sentiment variations (Dickerson et al., 2014). Thus, the sentiment towards gas as an energy source

will be skewed although this sentiment is not even human-made, at least not in its full extension.

Therefore, it’s crucial to identify bot accounts and remove their tweets to clean the data before the

sentiment is analysed.

To detect bots, different approaches exist. While crowdsourcing via manual annotation and graph-

based methods inspecting the social network between accounts are rather rare, machine learning

techniques have been used by various scholars. Two famous and widely used online bot detection

algorithms are Botometer (formerly BotOrNot) (Davis et al., 2016) and Bot Sentinel (Bot Sentinel

Inc., 2022). Both models take different features into account to predict the probability that a

certain account is a bot. For Botometer, more than 1000 features (from the user’s network, user

metadata, firends, temporal activity, tweet content and sentiments) are considered. Since these

algorithms require access to the Twitter API, they had to be shut down due to the API restrictions

taken in early 2023. Hence, a custom bot detection model had to be built.

Bot characteristics

To create a suitable bot detection model, a range of features retrieved during the data downloading

process had to be defined which should be able to predict whether an account is automated (bot)

or not (human). Herefore, knowledge about the characteristics of bots was necessary. While most

researchers differentiate between humans and bots, some further include the term cyborg defined

as ”a human assisted by bots, or a bot assisted by humans” (Yan, 2006, p. 191). Several character

differences between humans and bots/cyborgs were identified in the literature. It was found that

bots and cyborgs follow more accounts than they’re followed by (friends) whereas this ratio is close

to 1 for human actors (Chu, Gianvecchio, et al. (2012), Dickerson et al. (2014), and Lundberg

et al. (2019)). Tweet frequency and temporal regularity were observed to be additional relevant

differences between bots and humans (Chu, Gianvecchio, et al., 2012; Dickerson et al., 2014; Ferraz

Costa et al., 2015). Generally, (partly-) automated accounts were found to post more tweets than

humans although bots usually have longer tweet breaks (Chu, Gianvecchio, et al., 2012). Once

active, the number of tweets posted by bots exceeds that of humans, resulting in a shorter inter-

arrival time (IAT) (time gap between two consecutive tweets) (Chu, Gianvecchio, et al., 2012).

Moreover, Ferraz Costa et al. (2015) observed that many bots are triggered by timers, leading to

periodic tweets and, thus, to a larger IAT standard deviation of humans. Compared to humans,

bot tweet activity doesn’t decrease during the weekends (Ferraz Costa et al., 2015). The density
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of URLs, user tags and hashtags mentioned in the tweet texts were further found to represent

important factors to distinguish automated from non-automated accounts (Chu, Gianvecchio, et al.,

2012; Dickerson et al., 2014; Ferraz Costa et al., 2015; Lundberg et al., 2019). Including a diversity

component containing these three densities, Kosmajac and Keselj (2019) found consecutive tweets

of humans to be significantly more diverse than such of bots. Moreover, the type of tweets (normal,

reply or retweet) (Lundberg et al., 2019), the profile age (Lundberg et al., 2019) and the device

type the tweet was sent from were considered for bot detection (Chu, Gianvecchio, et al., 2012;

Lundberg et al., 2019). Especially tweet frequency and URL, tag and hashtag density measures in

combination with tree-based models like Random Forest and J48 or an ensemble of classifiers turned

out to be successful at separating humans from bots (Chu, Gianvecchio, et al., 2012; Dickerson et

al., 2014; Lundberg et al., 2019). Random Forest was also initially used by Davis et al. (2016) to

train Botometer.

Training a bot detection model

Most of the aforementioned authors used semantic information (tweet content), tweet metadata and

account metadata. However, since the respective user field was not included during the downloading

process, the third type of data couldn’t be used for building the model. Consequently, feature

selection for the bot model had to be adjusted on the available data (see Table 1). Moreover, while

algorithms like Botometer inspect the most recent 300 tweets of an account (Davis et al., 2016),

only the retrieved tweets about energy could be used here. These two main limitations restricted

the model building process.

Making use of the available features, different indicators were created considering bot characteristics

found in the literature. Additionally, some more features were introduced and tested in order to

increase model performance. Table 3 lists all features and their description.

Indicator Description

duplicates checks how often the user is found in the previously extracted duplicate

dataset, considers the mean length of the user’s duplicate tweets as short

tweets are more likely to be unintentional duplicates

retweet average how often all user tweets were retweeted by other users (normalized)

impression average how often all user tweets were viewed by other users (normalized)

likes average how often all user tweets were liked by other users (normalized)

reply average how often other users replied to the user tweets (normalized)

number of tweets the number of user tweets (about energy)

inter-arrival time proportion of consecutive tweets with an inter-arrival time near 24 hours, set

to 1 if only one user tweet was available (based on assumptions: propaganda

bots post several tweets about energy; bots post more tweets than humans in

their active periods leading to shorter inter-arrival times)
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posting time proportion of tweets sent between 6 a.m. and 11 p.m. (German timezone)

temporal diversity Shannon diversity index showing the tweet type variability over time (how sim-

ilar are consecutive tweets in terms of containing URLs, hashtags, mentioned

users, see Kosmajac and Keselj, 2019)

URL density how many URLs per tweet length (in words)

hashtag density how many hashtags per tweet length (in words)

mentions density how many tagged users per tweet length (in words)

is reply ratio how many user tweets are replies (normalized)

tweet length the average tweet length (in words)

Table 3: The indicators used to train the bot detection model.

To create training data, Botometer, that achieved an overall bot classification accuracy of 86%

(Varol et al., 2017), was used before its shutdown to label 2131 random Twitter accounts found

in my data. Botometer assigns a score between 0 and 5 to each account whereas a high value

means a high probability of the account being automated (Botometer, 2023). However, finding a

suitable threshold to distinguish between bots and humans in real-world scenarios is controversially

discussed in the literature. When applying the most commonly used threshold of 2.5, Gallwitz and

Kreil (2022) found 47% of all all US congress members being misclassified as bots in 2018. Hence,

Keller and Klinger (2019) suggest that thresholds should be higher than 2.5. Analysing German

political party members on Twitter, they came up with a suitable threshold of 3.8. However, when

Gallwitz and Kreil (2022) applied Botometer on the presidential account of Joe Biden (POTUS)

in 2022, a bot score of 3.8 was returned. Since my data contains quite a lot of political actors, a

threshold of 3.8 would probably lead to major errors. Thus, the threshold value was increased up to

4.3. Based on the this threshold, the 2131 Twitter accounts were classified into bots and humans.

These were split into training and testing data using a 70% to 30% split.

Model performance

First of all, the model was trained using all features shown in Table 3. By checking the model

performance metrices and the feature importances, different feature combinations were tested. The

retweet average, impression average and inter-arrival time features were omitted since they couldn’t

increase the performance. On the contrary, the tweet length, the URL and mention densities and

the duplicate occurrence were the most decisive features. In accordance to Chu, Gianvecchio,

et al. (2012) and Dickerson et al. (2014), a Random Forest classifier was found to perform best.

Eventually, the most accurate model achieved an overall accuracy of 0.90 and a macro average F1

of 0.80 (see Table 4). However, the model had significantly more difficulties to predict bots. While

78% of the model’s bot suggestions were also bots as per Botometer, the model only caught 57%

of all bots found by Botometer (and the respective threshold). Hence, the model was less strict
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regarding bots as it labelled only 82 accounts as bots while Botometer labelled 112 as such.

Class Precision Recall F1-score Support

human 0.91 0.97 0.94 528

bots 0.78 0.57 0.66 112

accuracy - - 0.90 640

macro avg 0.85 0.77 0.80 640

weighted avg 0.89 0.90 0.89 640

Table 4: Performance of the used bot detection model on the Botometer labelled testing set.

As stated before, one main restriction of the trained model is its sole focus on tweets about en-

ergy. This data sparsity led to a limited amount of tweets that could be used to create the fea-

tures/indicators shown in Table 3. From the 640 accounts of the testing set, only 372 had two or

more tweets. When the relevance of the number of tweets per account on the bot classification

was tested, it was found that the accuracy of the model increased rapidly as the number of energy

tweets increased. This was especially the case for the bot class. While the bot recall was low (0.57)

for all users, it already reached 0.71 when only considering users with at least three and 0.74 for

users with more than four tweets.

After calculating the features for all 354’242 users, the trained bot detection model was finally

applied on the whole dataset. Overall, 9.5% of all users were labelled as bots by the model which

corresponds to the literature (Edry et al., 2021). In consequence, the tweet load was reduced by

17.9%. The typical human and typical bot were calculated by averaging all features used during the

model building process. It was found that bots had almost four times as many tweets as humans

but tweets from humans had significantly more retweets, replies, likes and impressions, a bigger

temporal diversity, more mentions and were more often replies to other users. Moreover, tweets

from humans had more words (22) compared to bots (13).

Due to the aforementioned limitations of Botometer, especially regarding a strict bot-human-

separation, a manual evaluation is highly recommended by Gallwitz and Kreil (2022). Hence,

all Twitter users Botometer and my model didn’t agree on were selected and manually evaluated

using the Twitter website. This was done by inspecting the username, the follower-friends-ratio,

the followers’ profiles, the interaction of the user (replies, retweets, likes), the tweet texts and the

biography. From the 66 users with disparities between Botometer and the model, Botometer was

found to be correct 38 times while the model seemed to be more accurate 28 times. Furthermore,

98 Twitter accounts from the test and train set were randomly selected, manually evaluated and

then compared to the model predictions and the Botometer labels. Interestingly, the overall per-

formance is similar (macro average F1 of 0.79 for the model, 0.80 for Botometer) with both models

reaching their limits when it comes to the bot precision (0.57 and 0.53) but Botometer scoring a

much better F1 for bot recall (0.73 vs 0.91). Accounts that were wrongly classified as bots by the

model were manually inspected by selecting their energy tweets. It was found that most of these
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users had only very few tweets while most of them contained an URL. As the URL density was

one of the top three features used for the bot/human predictions, the model classified these users

as bots although they likely seem to be humans.

However, it’s important to note that distinguishing bots from human accounts is very challenging

even for human-beings and became nearly impossible in times of generative AI. So, despite well-

trained machine-learning algorithms, massive data loads and manual evaluations, identifying bots is

connected to a lot of uncertainties. For instance, there are accounts who seem to be non-automated

according to the semantic information in their profiles but tend to share many newspaper articles

via Twitter. All these tweets then contain an URL. And although it’s very likely that a person man-

ually shared these articles, every sharing process was done semi-automatically as most newspaper

websites provide the option to convert the article to a standardised Tweets. Hence, it was decided

to evaluate them as bots as long as they don’t show much interaction with other users (replies,

likes, retweets). Still, it’s possible that a normal human shared these articles but it’s impossible to

verify it via the retrieved Twitter data. Moreover, there are accounts that seem to post automated

tweets but also have human-like interactions and tweets that are likely to be non-automated. A

clear assignment for such users is impossible, either. Both these problems intensify if the user only

has one or two tweets about energy as the prediction is then based on less data.

Apart from these evaluation uncertainties, the model building process had limitations as well,

mainly induced by Botometer which was the labelling algorithm of the training data. Just like

the trained model, Botometer also had to deal with the problem of tweet rarity. As Gallwitz and

Kreil (2022) found by manually evaluating Botometer, more than 20% of the non-automated ac-

counts that were misclassified as bots only had one tweet. The authors reproduced such situations

and found all accounts with one single tweet to be labelled as bots with a very high confidence score.

Conclusively, it can be noted that the trained bot model reaches a decent performance. While

precision is nearly at 80%, the model is less strict on labelling a user as a bot, leading to a lower

bot detection recall. However, this tolerance is acceptable for this thesis as the sentiment analysis

task will include a daily sentiment cap per user. Further uncertainty comes from Botometer itself

which is error-prone when it comes to users with few tweets and when a separation threshold is

defined. Hence, neither could this bot detection task eliminate all bots nor could it catch all human

users. The accuracy of the model could have been increased if user metadata, profile information

and all tweets from a user’s feed were retrieved.

3.3.3 Aspect separation

The problem of multiple aspects within one tweet as described in subsubsection 2.3.3 is also present

in the downloaded data. Especially during the energy crisis, Twitter users tend to mention more

than one energy source within a tweet. They might compare different types of energy to argue

for their preferred solution. In the fictional example ”Es ist völlig absurd, den ganzen Strom mit

gefährlichen Atomkraftwerken zu produzieren, wenn es dafür die sichere, umweltfreundliche und
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erneuerbare Lösung der Photovoltaik gibt”, two aspect terms (’Atomkraftwerken’, ’Photovoltaik’)

are mentioned. It’s crucial to assign the opinion terms (’absurd’, ’gefährlichen’, ’sichere’, ’umwelt-

freundliche’, ’erneuerbare’) to the corresponding aspect terms. To perform a sentiment analysis on

such data successfully, a very powerful aspect-based sentiment model comparable to Aßenmacher

et al. (2021) would be necessary. Training such a model would take an enormous amount of effort,

ressources and time. Hence, the initial goal was to simplify the data by separating the occurring

aspects and divide the sentence into two parts. Then, a sentiment analysis model should be run on

the document level for each clause. However, due to the challenging grammatical structure of the

German language in combination with the informal writing style of social media posts, most of the

separated clauses couldn’t properly be interpreted by the multi-lingual pre-trained sentiment model

(XLM-T) from Barbieri et al. (2022). Though further rule-based ideas of including conjunctions,

other signal words or machine learning algorithms to separate the tweets in a reasonable way were

considered, the success of these methods was estimated to be too low compared to the expense.

Due to the error-proneness of the aforementioned method, it was decided to rule out all tweets

containing more than one energy source via keyword matching. Here, it was found that such single

energy aspect tweets represent the majority of the data. While 61% of all water tweets didn’t

contain a second energy source, this value reached 79% for tweets about nuclear energy. All in all,

about 75% of the non-bot tweets were still left after those tweets with multiple energy aspects were

excluded. Hence, this simple method was evaluated to be the most effective one when compared

to the complexity, time-intensity and uncertainties of the other options. However, this simplified

aspect-separation method still reduced the amount of data that could have made Twitter sentiment

more representative. For the excluded tweets, it was further found that especially renewable energy

sources often co-occurred.

3.3.4 Thematical relevance

After the data was cleaned regarding duplicates, bots and multi-aspect tweets, the question of a

relevancy classification filter arose. Due to the retrieval methodology based on keyword matching,

even tweets that weren’t necessarily relevant for the energy discussion were retrieved. A fictional

example would be ”Heute wurden im Wald beim Windrad zwei Bären gesichtet”. While the key-

word ’Windrad’ led to the retrieval of this tweet, the tweet doesn’t focus on the windmill as a form

of energy. Hence, it’s not a relevant tweet regarding the research questions.

Although different machine learning algorithms like Support Vector Machine, Random Forest clas-

sifier or Neural Networks in combination with word embeddings and n-grams were used to classify

tweets about disaster events into relevant and irrelevant ones (Habdank et al., 2017), attemps of

training a RF classifier were not successful. Using SpaCy (spaCy.io, n.d.) to build vector repre-

sentations of the tweets led to a decent overall accuracy but a very bad F1 score for non-relevant

tweets. Errors are suggested to origin from the massive amount of tweets compared to the small

manually labelled training and testing set and the high vector dimensionality of SpaCy vectors.

Although more tweets could have been labelled, the timely effort of doing so was estimated to be

36



Master’s thesis M. Stutz 3 Methods

disproportionate regarding the outcome. Reason for this assessment was the data itself. While

skimming through thousands of tweets and labelling hundreds of them, it was found that most

retrieved tweets are directly linked to the energy topic.

To quantitatively test this observation, a sensitivity analysis was performed investigating 100 ran-

dom tweets from the duplicate-, bot- and aspect-cleaned dataset. It was found that in 85 cases, the

main underlying topic was energy. Not surprisingly, there’s still an uncertainty in this assessment

as it’s not always that clear what the main intention of the author was, especially for tweets that

were replies to other tweets. If unclear, the tweet was also assigned to the not-relevant class, making

up the rest of the tweets (15). Since building a powerful relevancy classifier could be a thesis itself,

this value is still considered to be sufficient for the upcoming sentiment analysis. Moreover, while

applying the final sentiment analysis model (see next chapter), 14 of the 15 unclear or irrelevant

tweets were labelled as neutral. Thus, the error for the sentiment analysis is expected to be minor.

However, extrapolated on the entire dataset, even such neutrally labelled tweets incorrectly influ-

enced the final sentiment results, limiting the validity of the findings.

Conclusively, after the removal of duplicates, bots and multi energy aspect tweets, a total of

2’610’290 tweets were left for the three upcoming main tasks (Table 5), namely Sentiment analysis,

content inspection and geospatial separation.

Energy source Nuclear Coal Solar Wind Water Gas/oil

tweets left 1’086’646 234’171 336’591 525’749 44’869 382’264

Table 5: The total amount of remaining tweets after the pre-processing tasks.

37



Master’s thesis M. Stutz 3 Methods

3.4 Sentiment Analysis

This first main task was time-intensive as two different methods were set up to analyse the Twitter

users’ sentiments about the defined energy sources. Reason for this was the unsatisfying perfor-

mance of existing models for this thesis’ specific sentiment analysis task.

As found by Schmidt et al. (2022), BERT models are the most promising approach when it comes

to sentiment analysis. Due to the complexity of the German language and the irregularities of

social media posts, it was clear that such cutting-edge models should be applied to answer RQ 1.

3.4.1 Unsuitable document-level sentiment analysis models

The fully pre-trained and fine-tuned models of Guhr et al. (2020) and Barbieri et al. (2022) (XLM-

T) can be accessed for free via the Hugging Face online repository (Hugging Face, 2023) and applied

for sentiment analysis on German documents. This has been done for the pre-processed (duplicate-,

bot- and aspect-cleaned) Twitter data after tags and URLs of the tweets have been removed as

they didn’t provide valuable information but rather interfered the sentiment analysis.

Despite the encouraging F1 score found by Guhr et al. (2020), their model’s performance for these

energy tweets was insufficient. While the model was able to identify simple statements and assign

a correct sentiment polarity with certainty, it failed as soon as multiple clauses were included.

Although the performance of the XLM-T model by Barbieri et al. (2022) was slightly better, it

started to struggle when it came to more complex tweets of which there were a lot of. The model

especially had major problems detecting positive tweets, resulting in a very low recall. Accordingly,

these models were not found suitable for the tweets used in this thesis.

One of the main characteristics of the analysed tweets that led to so many errors was the aspect.

Despite having ruled out multiple aspect energy tweets in the pre-processing phase, the tweets

could still contain other, non-energy aspect terms. For example, the sentence ”Es nervt mich, dass

die Regierung einfach nicht versteht, dass Solarenergie uns retten würde” only contains one energy

aspect (solar energy) but, additionally, mentions the government as another aspect. Since both

previously mentioned models analyse the sentiment on the document level, they can’t differentiate

between these two aspect terms and their corresponding opinion terms. Hence, the overall senti-

ment of the whole tweet is evaluated which leads to errors since it’s not of interest what the Twitter

users think about the government but only about the energy source.

Due to the insufficient performance induced by the complex tweets and the too coarse analysis

level, I decided to fine-tune my own custom model which should be able to perform an aspect-

based sentiment analysis (subsubsection 2.3.3) on the Twitter data.

3.4.2 A custom aspect-based sentiment analysis model

Next to fully user-ready sentiment analysis models, Hugging Face (2023) also provides a variety of

pre-trained BERT models and respective libraries to fine-tune them for a specific tasks by own data.
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Different BERT models exist that mainly differ regarding parameter training size, language trained

on and case sensitivity. While there are large BERTs and base BERTs (Aßenmacher et al., 2021),

Sanh et al. (2019) came up with the smaller but still competitive DistilBERT. While fine-tuning

different BERT models for german aspect-based sentiment analysis on the GermEval17 dataset of

Wojatzki et al. (2017), Aßenmacher et al. (2021) found the bert-base-german-dmbdz-uncased from

the Munich Digitization Center (MDZ) of the Bavarian State Library (dbmdz, 2022) to be the most

accurate one. Hence, I also opted for this dataset.

To fine-tune the model, the methods of Aßenmacher et al. (2021) were closely followed. Moreover,

the official Hugging Face manual for fine-tuning a pre-trained model (Hugging Face, 2021) was

considered since it provided more detail of the technical side than any research paper. For a deeper

understand of the processing steps, the free preview of Rothman and Gulli (2022) was consulted as

well.

Opposed to Aßenmacher et al. (2021), who made use of 26’000 labelled documents from Wojatzki et

al. (2017), I had to create my own training data. For each pre-processed energy source dataframe,

10 sets of 500 tweets each were randomly created. Since the downloading process via keyword

matching also retrieved tweets when the respective keyword was found in the attached link but

not in the tweet text itself, those link-only tweets were ruled out since only the text will be passed

to the model later on. Via a python widget using Tkinter (Shipman, 2013), the tweet sets were

manually labelled as either negative, neutral or positive towards the respective form of energy.

This time-intensive process also allowed microreading (Purves et al., 2022) which provided lots of

insights into thousands of tweets and allowed a first glimpse at re-occurring topics, problems and

challenges evoked by the data.

Labelling tweets was challenging. For example, the tweet ”Merkel sagt, dass Atomkraft sicher sei”

contains a positive statement towards nuclear power but it’s referring to the former chancellor

Angela Merkel. So, the Twitter user’s sentiment is not retrievable. Such irrelevant and doubtful

tweets were labelled as neutral to avoid major errors. To prevent confusion, sarcastic tweets were

trained as non-sarcastic ones as models have great difficulties recognising sarcastic statements

(Maynard & Greenwood, 2014) and would easily get confused.

After a certain amount of tweets was labelled, a first run to fine-tune the chosen BERT model

was performed to get an glimpse at the performance. This was done via the Pytorch Trainer

from the transformer library (Wolf et al., 2020) and the Hugging Face manuel (Hugging Face,

2021). Therefore, the labelled data was split into training data (70%) and testing data (30%)

and converted into a special Dataset dictionary. Then, the tweet texts were tokenized via the

tokenizer of the chosen BERT model from dbmdz (2022). Here, the transformers library (Wolf

et al., 2020) also allowed to add padding tokens to get equal lengths for the inputs. During

tokenization, the sentences are split into words or subwords (tokens) which are supplemented with

special tokens marking the begin and end of a phrase (Usuga-Cadavid et al., 2022), resulting in the

token embedding layer (Hoang et al., 2019). Additionally, a segment embedding layer (perceiving
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the affiliation of a word to a sentence) and a position embedding layer (storing the position of the

word within the sentence) are added (Hoang et al., 2019). The tokens are then converted into

numerical representations (input IDs) depending on the vocabulary size of the pre-trained model.

In the case of the used BERT model, this added up to more than 30’000 different tokens (dbmdz,

2022) serving as the input for the encoders of the BERT model which will then convert these inputs

to high-dimensional vector representations and decide which sequences are important to make a

final sentiment prediction (in this case: negative, neutral or positive) once the model is fine-tuned

for aspect-based sentiment analysis (Hoang et al., 2019). To fine-tune the BERT model for such

a specific task, some hyperparameters need to be set. This requires experimenting with different

combinations of these hyperparameters (namely batch size, learning rate, number of epochs and

weight decay) as there is no standard rule guaranteeing the perfect setup since this highly depends

on the data (Aßenmacher et al., 2021). However, Devlin et al. (2018) recommended some values

for the hyperparameters in their initial BERT paper which acted as an orientation for me.

Despite working on the powerful Ubuntu instance, the batch size could not be increased since the

processing would stop when larger batch sizes were chosen. Hence, batch size was kept at 8 which

was the default value as per Hugging Face (2020). Regarding the learning rate, Sun et al. (2019)

suggested to use a rather small value like 2e-5. By doing so, the model takes longer to learn but can

overcome the catastrophic forgetting problem (Sun et al., 2019). Another problem observed after

a few runs was overfitting, shown by decreasing accuracy but increasing evaluation loss (Salman

& Liu, 2019). Hence, a weight decay parameter was set to reduce overfitting (Bos & Chug, 1996).

Lastly, epoch size was varied between 3 and 7. Since the F1-score did not increase significantly with

more epochs, epoch size was kept at 4 as suggested by Devlin et al. (2018). Just like S. Y. Kim

et al. (2021), the AdamW optimizer was used to minimize the cross entropy loss.

Overall, 16 models were fine-tuned. After the first eight training runs, the hyperparameters weren’t

changed anymore due to promising results and the time-intensity of the fine-tuning process. Table 6

shows the final hyperparameter choices made.

Hyperparameter Number of epochs Learning rate Weight decay

value 4 2e-5 0.01

Table 6: Final hyperparameters chosen to train the aspect-based sentiment analysis model.

Once suitable hyperparameters were found, the performance of the model could primarily be im-

proved by additional training data. The more data the model was fed with, the better it learnt to

put its attention on the energy words and the corresponding opinion terms. While the first runs

only contained a few hundred training samples, the final model was trained on more than 6400

tweets. Due to the uneven distribution of tweets per energy source, training data wasn’t equally

distributed per energy source either. To portray the most important discussions, energy specific

subsets of the top three days when tweet activity peaked were created and labelled. Additionally,

artificial data was set up to mimic tweets that were found to be misclassified after the first model
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runs (e.g. very difficult double-negations like ”Ich finde den Kohleausstieg eine schlechte Idee”).

Finally, due to an imbalance in the data (the neutral class was prominent), an amount of the

negatively and positively labelled training data was oversampled. Although oversampling can lead

to overfitting and a loss of precision (Yoosuf & Yang, 2019), it was found to improve the model

without leading to a greater evaluation loss than without oversampling. So, the total amount of

training data was increased to 8681 samples. The fine-tuning process via the transformers library

(Wolf et al., 2020) incorporating the hyperparameters took more than 16 hours. The performance

of the final model will be described in the result section.

3.4.3 Applying the fine-tuned ABSA model

Once the aspect-based sentiment model was fine-tuned, it could be applied on the pre-processed

data. This was done on the Ubuntu instance via a loop which analysed the sentiment of all

tweets successively. Since they don’t contain valuable information about the sentiment of a person,

URLs and tagged users were removed before. Hashtags, however, are a common method to make

statements (e.g. ’#antiatom’) and were thus kept. Thanks to the pipeline approach provided

by the Hugging Face transformers library (Wolf et al., 2020), application of the fine-tuned model

was straightforward once the folder containing the model, its configuration and the corresponding

tokenizer was given. Not only did the model assign a sentiment label (negative, neutral or positive)

to the tweet, it did further include the probability score (between 0 and 1) (T. M. Lai et al.,

2020). The label (numerically represented as -1 for negative, 0 for neutral and 1 for positive) was

multiplied with the probability score which resulted in a final sentiment score ranging between -1

(very negative) and +1 (very positive).

According to Bashir et al. (2021), retweets serve as some kind of acknowledgement for the initial

tweets or, as S. Y. Kim et al. (2021, p. 4) put it, are a way to ”express an individual’s support”.

Hence, it’s assumed that the more often a tweet is retweeted, the more people share the sentiment

stated within the tweet. Thus, frequently retweeted tweets should be weighted more heavily. I

decided that the sentiment of the tweet should be doubled at maximum if a tweet gets many

retweets. However, this produces a bias in favour of publicly famous people since they have a

bigger reach on Twitter. Hence, the retweets were included via a non-linear weighting process to

tackle this overrepresentation of famous personalities.

Since the goal of the sentiment analysis was to get a timeline of the sentiment changes over the

study period, a time span had to be defined summarising the sentiments per energy source. Due

to the large amount of tweets, especially in recent years, it was decided to summarise sentiments

per day. Although duplicate tweets were already removed, the same user could post multiple

tweets with slightly different wordings but the same content and sentiment which would result in

an overweighting of that user’s voice. Hence, a mechanism to avoid overvaluing the sentiment of

very active users was integrated by summarising the sentiments per day and per user. Thereby, the

sentiment of a user posting more than one tweet about a certain energy source per day was only

counted once, taking the average of the user’s sentiment scores at that day.
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3.5 Content Analysis

While the results of the sentiment analysis only show how sentiments about different energy sources

changed over time, possible reasons for these changes should be investigated to understand what

positively or negatively influenced the Twitter user’s opinions. To achieve this, a variety of different

methods is used, including term frequency, word pairs, Latent Dirichlet Allocation (LDA) and

micro-reading. These methods are described in detail in this section.

3.5.1 Topic modelling

Despite being a more advanced form of content analysis than term frequency methods, topic mod-

elling is useful to ”explore a corpus” and ”identify different forms of discourse” (Purves et al., 2022,

p. 77). It aims to ”find hidden semantics in document collection and cluster the themes as topics”

(Kherwa & Bansal, 2019, p. 2). Hence, it served as the initial approach to get a thematic overview

into the discussions behind the sentiment timeline. Concretely, LDA (Blei et al., 2003) was used

as it probabilistically defines different categories (topics) of frequently co-occurring words (Jelodar

et al., 2019). Since predominantly conjunctions and prepositions are not meaningful enough for

content analysis, pre-processing was necessary. Apart from URLs and user tags, stop words were re-

moved from the tweets while the remaining words were further lemmatized just like Dehler-Holland

et al. (2022) did. Lemmatization transforms words into their root form (Purves et al., 2022). As

per Dehler-Holland et al. (2022), it is more suitable than stemming when working with German

text due to the large variety of richly inflected terms. Stop words removal and lemmatization was

both done via the SpaCy library (spaCy.io, n.d.) on the Ubuntu instance. To further make the

LDA process as efficient as possible, all lemmatized words were uncapitalised and all energy words

that served as keywords during the downloading process were removed since the sentiment timeline

of each energy source was analysed separately anyway. Additionally, special characters like ’rt’ or

’—’ which were not caught as stopwords, were also ruled out. Moreover, some irrelevant words

which were observed during the sentiment model training phase were removed as well. For nuclear

energy for example, there were many tweets about the famous song called Kernkraft 400 by Zombie

Nation. Since these tweets didn’t have anything to do with the energy source, the respective words

were expelled if they co-occurred in a tweet.

Then, the Gensim library for python (Řeh̊uřek & Sojka, 2010) was used to build a dictionary

with all unique lemmatized words and corresponding token IDs which numerically represented each

word. For each tweet, the tokens and the corresponding token count (the number of times the

same token was found within a tweet) were stored in an energy-specific corpus. To successfully

build an LDA model, the dictionary and the corpus are taken as input, accompanied by an integer

representing the desired number of topics the data should be categorized in. While Karami et al.

(2020) chose not less than 40 topics, this number was found to be too fine-grained for an initial

overview. Hence, it was decided to let the LDA model find 10 appropriate topics while this number

was later increased to find more specific themes.
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Once the model was built, the characterising terms per topic could be accessed, sorted according to

their statistical importance for the specific topic. Now, a list of words passed to the model would

output the probability of each topic to fit the given words. To compare this with the sentiment

timeline, the topic variations had to be temporally represented. Thus, a custom function was built

which would successively take all lists of lemmatized tweet words per energy source, return the

most probable topic per tweet and then summarise all this on a monthly basis over the whole study

period. Finally, the function calculates how often a topic occurred per month, normalized by the

respective monthly tweet volume. Eventually, a dataframe with the percentual proportions of each

topic for each month was created which could be plotted to detect temporal variations per topic.

Based on the LDA model and the assigned main topic per tweet, positive and negative topics

were derived for each energy source. So, the temporal development of topic shares could then be

compared to the observed sentiment variations.

3.5.2 Term frequency methods

Since topics consist of a bunch of characteristic words, topic modelling falls short at analysing

specific words. Hence, a simple term frequency analysis was implemented as well to monitor the

temporal usage pattern of words of interests. According to Purves et al. (2022), such frequencies

of words can be effective in analysing large corpora.

Thus, a python code was set up to inspect the temporal abundance of chosen terms derived from

the topics. While a topic of wind energy might have included the term ’Wald’ among 9 other terms,

the sole inspection of this term provides more insight into how central it was for the observed topic

variations. Since tweet volume drastically increased over time, term frequencies were normalized

on a monthly basis to allow a suitable comparison over time. Eventually, via the a custom function

and a list of desired words, the temporal variations of these terms found within the corpus of a

energy source could be visually plotted to detect ongoing dicussions. While word pairs as applied by

Vrana et al. (2023) were found to be too computationally intensive, most frequent bi- and tri-grams

(Purves et al., 2022) were inspected for a defined time frame to get further insights into prominent

debates.

In combination with the sentiment assigned to each tweet, further observations were possible. First

of all, the word cloud approach of Schmidt et al. (2022) was applied. Here, subsets of negative,

neutral and positive tweets were built. For each subset, a word cloud was generated showing the

most frequently contained words. As for the LDA model, the pre-processed lemmatized words were

chosen, leaving out stopwords and energy words as they would have distorted the analysis.

3.5.3 Micro-reading

Although previously described methods that statistically make use of a BOW are useful for an

initial analysis of text corpora, such macroanalysis approaches fail to tell a detailed story about
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the content (Purves et al., 2022), or as Jockers (2013, p. 4) put it: ”[...] these staples of the digital

humanist’s diet hardly satiate the appetite for more.” Hence, so-called microreading is necessary to

further uncover detailed information. According to Purves et al., 2022, p. 64, microreading ”involves

[...] reading and interpreting individual passages or texts that have been identified as potentially of

interest computationally [...].” Conclusively, while computational text analysis approaches provide

a useful overview of the rich volume of tweets and potentially interesting events which could have

influenced sentiments, the manual inspection of tweets is an inevitable task to see behind this

heavy curtain of data. Consequently, thousands of tweets were read in order to discover reasons

for prominent sentiment changes.
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3.6 Geospatial separation

In accordance to the research question, the users tweeting about energy need to be assigned to

either Germany, Austria or Switzerland in order to monitor country specific sentiments about

energy sources. Hence, the users’ home locations are of interest. To predict home locations, the

tweet content (text), the network (friends and followers of the user) and context information (such

as timestamp, GPS tags or location provided in the profile) are conventionally considered (Zheng

et al., 2018). Just as for the bot detection model, continuous access on the Twitter API would have

been required to make use of the network and most context information. So, the tweet text was

the main available source that could be used to infer the home location from as tweet-specific GPS

location is traditionally used for less than 1% of all tweets (Morstatter et al., 2013). Compared

to other studies, this thesis posed one advantage: The precise location is not needed as – due to

mostly country wide energy policies – only a country level distinction is necessary. On the other

hand, the terminated access of the Twitter API didn’t allow to retrieve further, non energy related

tweets of a user which usually simplifies location prediction from tweet content (Zheng et al., 2018).

For example, Hecht et al. (2011) and Han et al. (2014) took tweets from users from a certain region

to infer the home location based on the chosen vocabulary via machine learning algorithms. As

the amount of energy tweets downloaded per user was very limited and no additional tweets could

be queried anymore, such an approach didn’t seem to be auspicious. Consequently, concluding the

home country of users only from the available energy tweets posed a major challenge.

3.6.1 Assumption to infer the home location from the tweet content

Although Hahmann et al. (2014) found that toponyms mentioned in a tweet rarely correspond to

the exact location the tweet was sent from, Mahmud et al. (2012) tested a set of classifiers to

predict the home location of a user. Concretely, the prediction accuracy of nouns, hashtags and

place names found in the tweet text were examined. Furthermore, two heuristic classifiers were

assessed. Results showed that the mentioned toponyms had the best recall performance, followed

by a local place frequency heuristic building on the hypothesis that users mention near-to-home

places more frequently. Based on these findings and – with regard to the coarse spatial resolution

necessary for the geospatial separation (country level) – the following assumption was defined:

”People from country C predominantly post tweets about energy sources/projects/debates going on

in their home country C and, thus, mainly mention toponyms from country C.”

3.6.2 Geoparsing, disambiguation and inclusion of GPS tags

Based on this assumption, the tweets had to be scanned for toponyms. This toponym recognition

part was done via the Stanza library (Qi et al., 2020). Stanza was run on all tweets and extracted

words it identified as toponyms. The found toponyms then had to be assigned to the respective

country. Nominatim, a geocoding service based on OpenStreetMap (Maier, 2014), turned out to be

the best option to do so as most other geocode services like the Google Geocode API were not free
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of cost. Nominatim took a toponym as an input and returned a dictionary containing thorough

spatial information such as coordinates or the corresponding country code. In case of multiple

meanings per toponym, a list of dictionaries was returned. However, Nominatim had difficulties

interpreting some spatial adjectives. For example, tweets containing the word ’deutschen’, which in

most cases for the used data refers to the country Germany, was always assigned to a bus station

called ’Teutschen’ near Bozen in Italy. As OpenStreetMap relies on voluntary contributors, the

”quality and completeness of the information” is not guaranteed as per Maier, 2014, p. 3. Hence, it

seems like the bus station was accidentally named as ’Deutschen’, leading to Nominatim mapping

all terms ’deutschen’ to the country Italy. Thus, closely reading the results of the geocoding process

was necessary to find misclassified toponyms. These misclassifications were then manually corrected

via rule-based approaches to assign the correct country code. This was a time-intensive process

whereby – due to the data load – not all misclassifications could be identified.

Nominatim was further used to disambiguate place names occurring in various countries. So, in

case of multiple occurrences, the more important one was returned as it was assumed that people

rather mention, for instance, the city of Baden in Germany instead of Baden in Switzerland since

the latter is way smaller. Nominatim defines the importance of a place either based on the place

type (city more important than village, etc.) or – if equal place type – on the extent (Nominatim,

2023b). However, as per Nominatim (2023a), the Wikipedia ranking system is applied for most

places. Here, Nominatim scans the Wikipedia articles of all toponyms with the same name and

counts the inlinks. Based on this, the places are ranked, leading to Baden in Germany (rank 10)

to be more important than Baden in Switzerland (rank 16).

Although the home location of most users was derived based on the tweet text, the georeferenced

tweets were also taken into account, similarly to what De Bruijn et al. (2017) did. It was assumed

that people generally send tweets from their home country and that deriving the home location

(on a country level) from GPS referenced tweets was more precise than deriving it from toponym

mentions. Hence, if a user had georeferenced tweets, this location was prioritized. However, even

if the share of georeferenced tweets was higher (1.53%) than found in literature (Carley et al.,

2016; Hecht et al., 2011; Morstatter et al., 2013; Ryoo & Moon, 2014), the large majority of these

tweets had Twitter encoded place IDs which couldn’t be decoded. Thus, only those tweets with

real coordinates could be handled by Nominatim (Maier, 2014) to derive the country location from.
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4 Model performance

Hereafter, the performances of the aspect-based sentiment analysis model and the geospatial home

location separation approach are documented.

4.1 Sentiment analysis model

Since the model fine-tuning was processed via four epochs, the model performance after each epoch

could be evaluated by the PyTorch Trainer (Hugging Face, 2021). Due to its robustness towards

unbalanced classification data (V̊agerö et al., 2023), the macro average F1 score was selected as the

evaluation metric. Additionally, the evaluation loss is returned which is a more complex measure

for the difference between true value and model predictions (Yacouby & Axman, 2020).

Overall, the final model achieved a macro average F1 score of 0.77 on the testing data. Since

the F1 score is only the harmonic mean of the precision and recall of all classes (V̊agerö et al.,

2023), the latter two measures were separately calculated, giving more insights into the true model

performance. Table 7 shows the full classification report of the model. On the same data, the

XLM-T model by Barbieri et al. (2022) for document level sentiment analysis scored an overall F1

of 0.48 which underlines the necessity of a aspect-based approach. The detailed performance per

epoch is shown in section 9.

Class/metric Precision Recall F1-score Support

negative 0.76 0.82 0.79 775

neutral 0.84 0.79 0.82 1267

positive 0.71 0.72 0.72 562

accuracy � � 0.79 2604

macro avg 0.77 0.78 0.77 2604

weighted avg 0.79 0.79 0.79 2604

Table 7: Sentiment model performance on the testing data.

Apart from the testing data used during the fine-tuning phase, an additional set of 100 tweets

containing all energy sources was manually labelled. Then, the custom model was applied while its

predictions were compared to the manually added labels. Interestingly, the performance is worse

compared to the testing data although the model has neither seen the testing data nor these 100

tweets. Overall, a macro average F1 of 0.74 was achieved with a slightly better performance for

the neutral class (F1: 0.86) but worse results for the negative (F1: 0.72) and positive tweets (F1:

0.63).

Apart from the little training data, I expect that this might lie in the nature of the labelled

data which was supplemented by oversampled and artificially created tweets as well as posts from

dates with a high tweet frequency. Hence, the labelled data used for training and testing wasn’t

completely random. Consequently, there was a slight tendency towards more important events and
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– due to the massive data load – there were still numerous grammatical structures to express a

sentiment that the model hasn’t encountered during training phase. Inspecting the misclassified

tweets didn’t show distinct patterns as the errors were very diverse.

4.2 Geospatial separation approach

Assessing the performance of the chosen approach to predict a user’s home location is complex

due to the time-intensive acquisition of ground truth data via the Twitter homepage. Hence, the

testing set used to assess the performance was smaller. In total, 34 users were selected from the

home location predicted datasets. Table 8 shows that the chosen approach could achieve decent

results for German and Swiss users. Most of the user the predictor suggested to live in Germany

or Switzerland were actually found to be from these two countries when inspecting their Twitter

profiles. A surprisingly large number of users stated their home country in the profile location.

However, the predictor had difficulties to catch all German and Swiss users. The other way around,

the predictor caught all Austrians but additionally misclassified five users as Austrians although

they were Germans or Swiss. This error originated from Stanza that identified words like ’Supergau’

or ’Ukrainer’ as toponyms which were then geocoded to Austria by Nominatim since a company

and a street there were found to contain these character sequences. Both missclassifications were

not found beforehand and, thus, couldn’t be manually corrected as done for several other words.

Class/metric Precision Recall F1-score Support

Germany 0.92 0.79 0.85 14

Switzerland 1.00 0.77 0.87 13

Austria 0.58 1.00 0.74 7

accuracy � � 0.82 34

macro avg 0.83 0.85 0.82 34

weighted avg 0.88 0.82 0.83 34

Table 8: Performance of the home location predictor.

Based on the predefined assumption that georeferenced tweets were likely to represent the user’s

home location, the toponym derived home countries were compared to the tweet referenced home

countries. Overall, about 1100 users had georeferenced tweets as well as tweets containing to-

ponyms. Here, the classification report showed slightly worse results, again predominantly for

Austria (F1: 0.60) while German and Swiss users matched better (F1: 0.84 and 0.78). In contrast

to the comparison with the ground truth, the recall was lower than the precision. However, it’s not

entirely guaranteed that the GPS referenced tweets represent the user homes accurately. Maybe,

users predominantly activate the GPS when being on holidays for navigation purposes. Hence, the

manual assessment seems more reliable.
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5 Results

In this section, the findings of the previously described methods will be presented. In accordance to

the three research questions, it will be shown how the sentiments about the chosen energy sources

changed over the study period (RQ 1), which events or circumstances were found to contribute to

these variations (RQ 2) and how the sentiments differed between users from Germany, Austria and

Switzerland (RQ 3). First of all, a broad overview of the sentiment results – on a supranational as

well as on a country-specific level – will be presented, followed by subsections explaining important

sentiment changes by carving out relevant events and circumstances.

5.1 Sentiment of all German-speaking Twitter users

Figure 4: The final sentiment timeline showing daily sentiments about the chosen energy sources

and respective uncertainties visualised via buffers. Graphs are smoothed over 365 days, hence not

starting in 2007.

Figure 4 shows the final sentiment timeline for the six chosen energy sources between 2007 and 2023

with the year on the x-axis and the sentiment score on the y-axis. Values larger than 0 represent a

positive sentiment about the energy source, those below 0 a negative one. However, values between

-0.05 and +0.05 were defined as a neutral sentiment. The sentiment scores were smoothed over 365

days to make long term variations visible. Due to the smoothing and Twitter’s limited popularity

pre 2010, most of the depicted graphs only start sometime in 2009, depending on the publicity of

the energy source. The buffers symbolise the uncertainty of the sentiment scores which depend on

the number of tweets per day. Uncertainty was defined to be larger if the sentiment was derived
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from a few tweets only, resulting in a wider buffer area, whereas sentiment scores inferred from

numerous tweets were assumed to be more robust.

On the first sight, it becomes apparent that solar power and hydropower were positively perceived

by German-speaking Twitter users while wind energy changed from slightly positive until 2015 to

rather negative afterwards with a noticeable downfall in 2019. Sentiment about gas and oil was

in the neutral range throughout the study period but registered a negative trend starting in 2019

resulting in a slightly negative perception of the energy source. Nuclear and coal energy on the

other hand were constantly viewed as negative. While coal energy fluctuated until 2018, nuclear

power reached a low by the end of 2011 and has since been more or less on a rise. After a remarkable

negative trend, coal energy reached its most negative sentiment score in 2019 and recovered in a

steep rise since 2021. Overall, sentiment about coal energy was the most negative while solar energy

was perceived as the most positive one during the whole study period. At least for the temporally

smoothed plot, coal, nuclear and wind energy showed the largest sentiment fluctuations with solar,

gas/oil and especially water remaining more stable.

5.2 Country-specific sentiment differences

Figure 5 displays the country-separated sentiments of German, Swiss and Austrian users. Due to a

strongly reduced tweet number of Swiss and Austrian users, the monthly average sentiment instead

of a daily smoothed version (Figure 4) is shown here to avoid large temporally inaccuracies. Again,

sentiment varies more strongly in early time periods since inferred from a smaller number of tweets.

Due to the dominance of German users, their respective sentiment timeline strongly resembles the

non-country-separated sentiment curve. At certain points in time, the sentiment peaks or lows are

aggravated or attenuated by sentiments from Swiss and Austrian users. Overall, Twitter users from

all three countries had similarly positive feelings about solar power. Hydropower scored remarkably

positive sentiments in Switzerland, predominantly post 2018. Austrians, however, were less keen

on water energy. On the contrary, they viewed wind power more positively than their neighbours,

especially in the past few years when Germans and Swiss became increasingly negative about this

energy source. Similarly, despite a general aversion, Austrian users perceived coal energy as less

negative than their neighbours. Conversely, they were more critical about nuclear energy which

Swiss users had an only slightly negative or even neutral sentiments on. No significant differences

for gas and oil were registered. Yet, these energy sources seem to have the most difficult status in

Switzerland.

In the following sections (starting on the page after the next), the focus is successively placed on

the individual energy sources. Based on the sentiment variations and the tweet frequency, several

time periods are more closely inspected to uncover underlying reasons for the sentiment changes.
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Figure 5: The country-specific monthly average sentiments between 2007 and 2023 (slightly

smoothed by a Gaussian filter). 51
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5.3 Nuclear energy

The graph shown in the conclusive Figure 4 is plotted in a more smoothed variant in Figure 6,

showing more sentiment variations regarding nuclear energy. The general sentiment trend can

be divided into mainly two phases: A strongly decreasing sentiment until summer 2011 when

the sentiment reached an all-time low, followed by an increasing trend getting close to a neutral

sentiment in winter 2021 before suffering a setback in the year after. As symbolised by the buffer

range, Figure 7 illustrates the tweet volume per month via transparency effects. While the tweet

load was smaller in the first years of Twitter, it significantly grew in the past years, eventually

leading to a sentiment that was based on a massive amount of tweets in 2022. This pattern applied

for all other energy sources as well. Slightly deviating from the smoothed graph, this plot contains

more precise temporal information showing that the the lowest sentiment score of 2011 occurred in

May. An interesting inter-annual sentiment pattern could be observed in 2014, 2015, 2017, 2018,

2020 and 2021 as tweets from the first few months of these years were found to be more negative

about nuclear energy than such from the rest of the year. Out of these years, February 2017 was the

month with the largest share of anti-nuclear tweets, slightly interrupting the long-term rise towards

the neutral sentiment range. What further stands out is the surprisingly large load of tweets posted

in March 2011.

Figure 6: The sentiment timeline for nuclear energy, smoothed over 180 days with the buffer

indicating the uncertainty based on the available tweet load taken to calculate the sentiment scores.

Due to this unexpected tweet volume in combination with a negative sentiment about nuclear

energy, the content of Twitter posts from the first half of 2011 was specifically analysed to detect

underlying reasons. Additionally, tweet content of the year 2022 was inspected as tweet load

peaked and the sentiment was much less negative than in 2011, allowing to examine reasons for

this sentiment shift.
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Figure 7: The monthly average sentiment about nuclear energy between 2007 and 2023 with trans-

parency indicating the tweet load per month (less transparency indicating more tweets).

2011: Anti-nuclear movement culminates after Fukushima disaster

Already by the start of the year 2011, the sentiment about nuclear energy was clearly negative. In

the first two months, the word ’antiakw’ was the most frequently tweeted one, usually via a hash-

tag. It was a characterizing term for topic 0 derived from the LDA model which recorded a drastic

increase as more than 15% of all nuclear tweets were best represented by this topic in early 2011

(Figure 8). Not surprisingly, all tweets allocated to this topic were anti nuclear energy. Bi- and

tri-gram analysis revealed that Twitter users specifically mentioned the two German nuclear power

plants AKW Neckarwestheim and AKW Grafenrheinfeld. Via microreading, it quickly became clear

that people were planning a large demonstration against the former by creating a ’Menschenkette’

(human chain) and organising reoccurring ’Spaziergänge’ (strolls). The demonstration was set to

take place on March 12. At the same time, people were opposing against ’castor’, referring to

the transportation of nuclear material from German power plants to temporary storage facilities

organised by the Castor company (Götz, 2011). Such anti-nuclear demonstrations had taken place

before, for example in April 2010 when a 120 km long human chain was formed to protest against

German nuclear power plants (Möhl, 2010). This event was frequently commented by anti-nuclear

Twitter users resulting in the dominant sentiment low shown in Figure 7. The AKW Grafenrhein-

feld was mentioned in connection with a possible crack found in a tube of the nuclear power plant

in summer 2010 which had only been reported to the federal department of environment months

later (Spiegel.de, 2011). This led to further anti-nuclear tweets by Twitter users.

Surprisingly, even more prominent than the both German nuclear power plants, the AKW Mühleberg

was found to be the most frequently mentioned bi-gram in the first two months in 2011. Most of
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such tweets were posted on February 13 as a popular vote took place in the canton of Berne (Berner

Zeitung, 2011). Hence, most people were reporting results and other neutrally perceived informa-

tion while many users stated their negative sentiments about this project, fearing negative health

consequences from nuclear waste. From 46 non-neutral tweets, only a single one was positive to-

wards the planned nuclear power plant. Although, 51.2 % of the population voted in favour of an

upgrade for the AKW Mühleberg (Berner Zeitung, 2011).

Figure 8: The temporal evolution of the ten different topics for nuclear energy and their character-

istic words derived by the LDA model, slightly smoothed by a Gaussian filter.

While there were 2600 tweets about nuclear energy in the first two months of 2011, the tweet volume

in March increased twentyfold. A glimpse at the characterising terms of the skyrocketing topics 0

and 1 and the most prominent tri-gram ’explosion, akw, fukushima’ reveals the well-known reasons

behind it: A massive earthquake of magnitude 9.0 occurred near the Japanese coast on March 11,

triggering a tsunami which heavily damaged parts of the Fukushima Daiichi nuclear power plant

(Baba, 2013). Due to the damage, the emergency cooling system couldn’t be activated which led

to a nuclear meltdown in reactor cores and the discharge of nuclear material to the environment

(Baba, 2013). The whole world was shocked by this disaster. People on Twitter were posting

thousands of tweets about it in March and beyond. While there were many neutral reports of

the events, even more users expressed their negative sentiments about nuclear power technology

using this disaster as an example for the danger it can cause. According to the strongly negative

sentiment of topic 1 (Figure 10), the perception of nuclear energy reached values from almost -0.3
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in the following months until the share of that topic finally decreased a little by the end of the year.

Once again, calls for demonstrations and a nuclear phase-out could be observed very frequently.

Consequently, the term ’abschalten’ was one of the most prominent ones found in anti-nuclear

tweets (Figure 9). In all three countries, March 2011 stood out in terms of tweet volume as well

as a clear anti-nuclear sentiment stated by Twitter users. Despite still being very critical, Swiss

Twitter users were less negative than German and Austrian ones (Figure 11). Sentiment about

nuclear energy even dropped further in the same year, at least from German and Swiss users. On

September 12, Twitter users and media outlet wrongly reported an explosion in the French nuclear

power plant in Marcoule. However, a furnace for scrape metal exploded, not located in the power

plant itself (IRSN, 2011). Hence, no radioactive material was set free (IRSN, 2011). Still, this

further intensified the demand for a nuclear phase-out among users who were afraid due to the

geographical proximity of the accident.

(a) positive tweets (b) negative tweets

Figure 9: The word clouds for positive and negative tweets about nuclear energy.

2022: Health versus climate-friendliness and energy supply

After the years 2010 and 2011 when negative sentiments about nuclear power dominated on Twitter,

this sceptic perception recorded – despite reoccurring months with very negative sentiments – a

rising long-term trend (Figure 7). In the last three months of 2022, the sentiment score was

at about -0.05, derived from more than 90’000 tweets (October). Topic 3 showed an impressive

rise over the years, primarily starting in 2018 (Figure 8), which correlates well with the overall

sentiment. Despite losing share in 2022, it could recover by the end of the year and remain the

most important topic by a landslide as every fourth tweet was allocated to it. Term frequency

analysis found that this topic was mainly characterised by the words ’Strom’, ’Energie’, ’Problem’

and ’sicher’. Closely reading tweets allocated to this topic found Twitter users mainly referring to

two problems: On the one hand, the problem of nuclear waste as well as safety (sicher) and health

concerns led to negative sentiments about nuclear power. This anti-nuclear argument significantly

shaped the negative sentiments in 2010 and 2011 after the Fukushima disaster and momentary

returned in spring 2022 when the Ukrainian nuclear power plant Saporischschja was under attack

(Raiwa et al., 2023). On the other hand, the problem of a lacking energy supply security (sicher)

due to nuclear phase-outs and the energy crisis resulted in positive sentiments about nuclear power
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in 2022. Even more, other pro-nuclear users further claimed that nuclear power was relatively

secure (sicher) and especially clean or climate-friendly compared to alternative energy sources.

Such arguments were barely present back in 2010/2011, but started to be mentioned in tweets

more frequently since 2018.

Figure 10: The average sentiment per nuclear topic of the whole study period.

For the last three months in 2022, there are almost as many pro-nuclear as anti-nuclear tweets

containing the term ’Klima’. A lot of users described nuclear power as an indispensable measure to

mitigate climate change and maintain energy supply at the same time. Here, some people referred to

the European Union which included nuclear energy in the taxonomy of environmentally sustainable

economic activities to facilitate energy transition for member states (European Commission, 2022a).

Impressively, the tri-gram ’akw, laufen, lassen’ was the most common one found between October

and December 2022. The majority of these tweets came from German users whereas most of them

were arguing for the usage of nuclear energy. This was during a time period when the German

government and parliament were debating about the extension of their nuclear power plants which

should have been shut down by the end of 2022 (Der Bundestag, 2022). Despite this rising support,

there was still a majority of Twitter users arguing against nuclear power in all three countries

of interest. However, a glimpse at Figure 11 reveals that nuclear sentiment of Swiss users was

more positive than those of their neighbours. Even monthly positive sentiment scores could be

observed in 2020 and 2021, but also in December 2022. Users particularly argued in favour of the

climate-friendliness of nuclear energy and its reliability as a supplement to renewable energy sources,

which they believe are too weak to provide sufficient energy. Those arguments were debilitated by

users who pointed out that the construction of new nuclear power plants is too time-intensive,

too expensive and poses high risks to health and environment. The latter were already the main

arguments of Swiss people in autumn 2016 when nuclear power gained attention on Twitter prior

to a public vote about the nuclear phase-out. Although the sentiment of Swiss users was negative

56



Master’s thesis M. Stutz 5 Results

about nuclear energy, the people and cantons didn’t want a fixed date for the phase-out and, thus,

rejected the initiative (Bundeskanzlei, 2023).

Figure 11: The country-specific sentiment timeline for nuclear energy per country.
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5.4 Coal energy

Similarly to nuclear energy, the sentiment of Twitter users about coal energy was constantly nega-

tive when smoothed over 180 days as shown in Figure 12. In contrast to nuclear power, the sentiment

was closer to being neutral in 2011/2012 and then started to decrease to reach a monthly minimum

value of almost -0.5 in September 2018 (Figure 13). This was also the month with the highest

tweet volume ever recorded. However, sentiment quickly recovered from this low and recorded an

impressive uptrend that was only interrupted by an interim relapse in spring 2020. Afterwards,

the sentiment has risen from about -0.35 and almost reached the neutral range scoring a monthly

average of about -0.06 in summer 2022. In the last few months of that year, sentiment slightly

dropped again but remained higher than in the past six years. Despite this upward trend, the

overall sentiment only managed to reach the positive side in only four months of the study period

while most of them were characterised by a small tweet volume and, thus, a large uncertainty.

Figure 12: The sentiment timeline for coal energy, smoothed over 180 days with the buffer indicating

the uncertainty based on the available tweet load taken to calculate the sentiment scores.

Based on the monthly sentiments in combination with the tweet volume, I decided to have a closer

look at the anti-coal months of September and October 2018, the almost neutral sentiments in June

2022 and the last few months of that year when Twitter users were more negative again. These

temporal sentiment differences should allow to give insights into arguments and shifting discussions.
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Figure 13: The monthly average sentiment about coal energy between 2007 and 2023 with trans-

parency indicating the tweet load per month (less transparency indicating more tweets).

Autumn 2018: The fight for forest conservation leads to a strong opposition to coal

energy

The term frequency analysis of September and October 2018 found that the words ’hambacherforst’

and ’rwe’ were prominently used in tweets, mostly accompanied by the hashtag ’hambibleibt’.

’Hambacherforst’ has recorded several smaller term frequency peaks since 2012 but then especially

gained a lot of attention in autumn 2018 which is also shown by the dominant topics 7 and 5

(Figure 14). The term refers to a forest near Europeans largest open-pit coal mine Hambach that

is located next to Cologne, in a region that is famous for coal mining (Voss, 2022). As a form of

protest against the RWE Power AG, the coal extraction company, anti-coal activists have been

occupying the Hambacher Forst since 2012 (Kaufer & Lein, 2018). In mid-September 2018, the

government of Nordrhein-Westfalen (NRW) tried to clear this occupation (Kaiser, 2020). Since

this eviction happened just before RWE planned to clear the wood to be able to extract the

underlying brown coal, the Hambacher Forst became the statewide symbol of the coal opposition

movement (Kaiser, 2020). Hence, the large majority of tweets containing at least one of these

terms expressed clear negative sentiments about coal energy. Most users pointed out the climate-

and environmental damage caused by the combustion of coal, calling for a rapid phase-out and

the continued existence of the forest and the transition to renewable energy sources instead. This

strong opposition against the coal-extraction company led to ’RWE’ being a prominent word among

anti-coal tweets (Figure 15). On the contrary, there was a small minority of users defending

coal for its secure and affordable energy supply or others who viewed the occupation as a futility

considering that the ”rest of the world” keeps constructing additional coal power stations. As
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displayed by Figure 14, topic 5 registered an impressive peak in autumn 2018. However, this was

found to be due to a spam of the WWF Aktion Twitter account which made up for about one

fifth of all coal tweets in September and October 2018. In the tweet, WWF wrote ”Braunkohle ist

einer der klimaschädlichsten Energieträger. NRW verfeuert mehr davon als alle US-Bundesstaaten

zusammen. Verlassen Sie diesen irRWEg! #StopptdenWahnsinn #kohlefrei” which resulted in

most of the mentioned words to be found in the word clouds (Figure 15). After #kohlefrei, the

first name and last name of a person was mentioned. This person varied in all tweets. Thus, the

duplicate removal couldn’t identify this spam. However, thanks to the author weighting restriction,

only one sentiment per day from the WWF Aktion account (the daily average sentiment) was

included in the assessment. Still, not all 3800 tweets were sent on the same day and, in addition,

there were other Twitter users who copied this text and posted it in on their own account as well,

linking the WWF website (link not available anymore). As the latter were strict duplicates, they

could be removed in preprocessing. Still, the three most prominent topics during these months

were also the most negative ones (Figure 16), resulting in this salient anti-coal period of autumn

2018.

Figure 14: The temporal evolution of the ten different topics for coal energy and their characteristic

words derived from the LDA model, slightly smoothed by a Gaussian filter.
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Summer 2022: The reactivation of coal-fired power plants in Germany arouses pro-coal

users

After the groundbreaking events regarding Hambacher Forst declined, the dominant topics 5 and

7 significantly lost share. In June 2022, when the sentiment about coal energy reached the least

negative value in years, topics 2 and 4 were dominant. While the former predominantly contained

tweets discussing about the environmental implications of coal-fired power plants, the latter further

involved a political dimension by frequently mentioning the Green party and Germany’s Minister

for Economic Affairs and Climate Action Robert Habeck (Die Bundesregierung, 2023). Just like

in 2018, many users still argued against coal energy with references to its massive CO2 emissions

and air pollution. Some people also called coal-fired power plants ”economic nonsense” claiming

that coal-based electricity was more expensive than such of renewable energy sources. However,

climate-related arguments predominated the discourse. A lot of them were triggered by an an-

nouncement of Robert Habeck who reacted to the gas shortage by announcing the reactivation

of coal-fired power plants on June 19 (Rzepka, 2022). A lot of anti-coal users were shocked and

disappointed by this sudden change of policy. On the contrary, pro-coal users who had criticised

the government for being ideologically motivated or acting with double standards as coal-based

electricity was imported from foreign countries now supported this decision. They described coal

energy as a reliable energy source that is necessary to provide energy security during the ongoing

crisis. While anti-coal tweets still outnumbered pro-coal ones, the gap was narrower than it has

been for a long time.

While it’s no surprise that tweets from German users prevailed, the ratio was extreme for coal

energy as tweets from Austrian and Swiss users only made up for about 1% each. In comparison

to Germany, their neighbours were less sceptic about coal energy (Figure 17). Both even recorded

positive sentiments in June or July 2022, however, derived from a small amount of tweets. Swiss

users were commenting on the German coal plant reactivation by expressing overall neutral sen-

timents about coal energy, contrasting its climate-implications with its reliable energy supply. In

comparison to Swiss users, Austrian Twitter users registered a significant increase in tweet volume

in June 2022. Reason for this was the dismay of many users about the governments decision to

reactivate the coal power plant Mellach in order to become independent of Russian gas in case it

should get scarce (ORF.at, 2022a).
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(a) positive tweets (b) negative tweets

Figure 15: The word clouds for positive and negative tweets about coal energy. Note that

’braunkohl’ appeared twice as it was part of connected words like ’braunkohl-abbau’ which couldn’t

be handled by the word cloud library.

Figure 16: The average sentiment per coal topic of the whole study period.

October until December 2022: Ongoing consternation and a comparison to China

After the interim sentiment high in summer 2022, the sentiment about coal energy dropped again

in the more negative range. The previously dominant topics lost share while topic 6 advanced to

become the second most prevalent one (Figure 14). Between October and December 2022, the

most frequent term found in tweets allocated to that topic was ’China’. For all tweets in that

time range, topic independent, the bi-gram ’China, bauen’ was the third most mentioned. The

term frequency of ’China’ was four times higher than in previous months. While no specific reason

for this surge was detected, microreading uncovered lots of Twitter users from all three countries

criticising efforts of ending coal energy. Users justified their critique by referring to China as the

world’s largest producer and consumer of coal whose coal consumption only peaked in 2020 (B.

Zhang et al., 2023). Those people feared that their countries will face a tragic energy shortage and

even higher energy prices during the energy crisis by phasing out of coal while other countries like
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China keep building new coal-fired plants. Many of such tweets were addressed to climate activist

movements, primarily the Letzte Generation who were advised to stick themselves to Chinese coal

power plants instead of German roads. However, most of these tweets were found to be misclassified

as ’negative about coal energy’. While there were only a few people who tried to weaken the China

arguments by referring to the historic responsibility of middle-European countries or by calling it a

poor excuse, anti-coal users were primarily found in topics 2 and 4 again. The consternation about

the reactivated German coal power plants still existed. So, tons of tweets criticized the government

by calling out the climate goals which are heavily endangered by the coal reactivation. On the

other side, pro-coal Twitter users were still glad about the reactivation, once again pointing out

the reliability and effectiveness of the technology in times of a potential gas shortage.

Similar to the discussion of nuclear energy, 2022 was characterized by a dilemma between being

climate-friendly by reducing coal energy and tackling the energy crisis by using pre-existing facilities,

in this case, coal-fired power plants. Yet, like in the previous years, the majority of anti-coal tweets

led to an overall negative sentiment. However, due to the misclassification of tweets calling out

China’s coal production, I expect the real sentiment to be less negative.
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Figure 17: The country-specific sentiment timelines for coal energy.
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5.5 Solar energy

In contrast to nuclear and coal energy, solar power was positively perceived by Twitter users over

the whole study period (Figure 18). While the sentiment slightly decreased between 2009 and 2010,

it has since been on a long-term rise, interrupted by some minor variations over the course of the

years and an abrupt downfall starting in summer 2022. The most positive sentiment was reached in

September 2020 when the sentiment score reached 0.28, making it the highest sentiment score ob-

served from all energy sources. As shown by the transparency effects of Figure 19, the tweet volume

gradually increased over the years. As opposed to nuclear power and coal energy, months with an

unexpected, prominent increase in tweet volume cannot be found. But in December 2015 and 2017,

the average monthly sentiments significantly deviated from the surrounding months. However, this

pattern couldn’t be observed in the other years. The plot also documents the sentiment decline

in summer 2022 which was found to be almost steady, except for October and November. In that

year, the monthly average sentiment fell from about 0.28 to 0.19 and registered the most negative

value since 2017. Despite this decline, solar power was still by far the most positively perceived

energy source in 2022 (see Figure 4). Over the whole study period, there were only three months,

all before 2009, where a negative sentiment about solar energy was recorded.

Figure 18: The sentiment timeline for solar energy, smoothed over 180 days with the buffer indi-

cating the uncertainty based on the available tweet load taken to calculate the sentiment scores.

Based on above observations, it was decided to closely inspect the sentiment valley in December

2017 in order to find underlying causes for this abrupt change. On the opposite, insights on people’s

perception in spring 2022 will be given to understand what made people appreciate solar power.

Additionally, the last month of the same year will be given insights to find reasons for the sentiment

decline.
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Figure 19: The monthly average sentiment about solar energy between 2007 and 2023 with trans-

parency indicating the tweet load per month (less transparency indicating more tweets).

Figure 20: The temporal evolution of the ten different topics for solar energy and their characteristic

words derived by the LDA model, slightly smoothed by a Gaussian filter.
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December 2017: Two anti-solar articles have a negative impact on the sentiment

In comparison to the sentiment setback in December 2017, no salient changes in the LDA topic

shares were registered in that month (Figure 20). Only slight increases in topic 0 and topic 2 could

be observed. However, the tri-gram analysis found very specific words like ’überteuert’, ’ineffizient’

and ’verheerend’ to occur frequently in that month. Microreading revealed that those words be-

longed to tweets which referenced articles from the Frankfurter Allgemeine Zeitung (FAZ) and the

Basler Zeitung (BaZ). Both stories called out the allegedly energetic and economic inefficiency of

solar power (Ferroni & Reichmuth, 2017; Mihm, 2017). The FAZ article with the headline So-

larstrom ist überteuert und ineffizient compares photovoltaics with wind energy and reports that

the former costs a lot more than the latter when it comes to avoiding CO2-emissions as operators of

solar power stations are better paid than such of wind power plants although wind power produces

much more electricity (Mihm, 2017). The article gained a lot of attention and was bookmarked

300 times. For comparison, other FAZ articles about solar power have less than 20 bookmarks.

The BaZ article named Die verheerende Bilanz von Solarstrom comes to an even more devastating

verdict, claiming that the installation of photovoltaic panels in Switzerland consumes more energy

than they can produce in their lifetime (Ferroni & Reichmuth, 2017). Both articles were frequently

shared on Twitter. From 101 anti-solar tweets in that month, 43 referred to one of these two arti-

cles which led to a less positive sentiment than observed in other months. However, the majority

of users still felt positive about solar energy reporting how they installed their own PV modules,

how solar power had great potential and was desperately needed for the energy transition or – in

answer to the FAZ article – how it is still the cheapest option to produce electricity for private

consumption.

(a) positive tweets (b) negative tweets

Figure 21: The word clouds for positive and negative tweets about solar energy.

Spring 2022: Personal reports and independence in geopolitically unstable times

As shown in Figure 20, the LDA topics 0 and 7 dominated in spring 2022 when the sentiment

about solar energy reached a high, especially in March. In that year, a good correlation of the topic

7 – containing mostly pro-solar tweets (Figure 22) – and the sentiment variations is observable.

It was striking to see how many tweets which were allocated to topic 7 had a positive sentiment

towards solar energy but were at the same time complaining about the bureaucratic hurdles for
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house owners. These users endorsed solar energy but demanded to make the process of installing

photovoltaic panels more straightforward as it seemed deterrent and, thus, hinders people from

installing PV modules. There were also some users who had already installed solar power on

their roofs and proudly presented the amount of energy it produced. Consequently, the term

’Dach’ was one of the most frequent words found in pro-solar tweets (Figure 21). Some people

further used real-life examples by writing how they were able to charge their electric car with their

own electricity. Here, arguments of climate-friendliness, economic advantages and an independent

electricity production resulted in the positive perception of solar power. The aspect of independence

from the electricity market and geopolitical tensions was mentioned remarkably frequently, often

referring to discussed import stops of Russian gas (Castanho Silva et al., 2022). On the contrary,

anti-solar tweets often contained another dimension of independence as users criticised solar power

for being dependent on weather conditions which would make constant energy supply impossible

due to a lack of storage techniques and central Europe’s subpar climatic conditions. Other users

complained about the financial outlay which simply wouldn’t make it feasible for a lot of people.

Figure 22: The average sentiment per solar topic of the whole study period.

Winter 2022: No solar energy without solar insolation

A negative sentiment trend in 2022 was registered for Twitter users from all three countries (Fig-

ure 23). While the yearly minimum sentiment of Swiss users was recorded in September, Austrian

users felt the least positive in November. For all three countries together and for Germany specifi-

cally, the sentiment reached its yearly minimum in December. Just like the sentiment, the share of

topics 0 and 7 declined as well while smaller topics gained some share. Nevertheless, topics 0 and 7

remained the most prevalent ones. Compared to the other investigated time periods, it was notable

that the term ’scheinen’ occurred much more frequently. The same applied to the most common

bigram ’sonne, scheinen’. By inspecting anti-solar tweets, it was found that an unexpectedly large
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amount of users argued against solar energy due to its dependence on weather conditions. Some of

them connected their critique to the actual season stating that solar power was useless when the sun

doesn’t shine or insufficient when the days are shorter during winter months. This argument was

further strengthened by users tweeting that solar power was not only unreliable but additionally

very expensive. Despite this increase of seasonal and weather-dependent arguments, the sentiment

about solar energy remained positive. Once again, people shared their positive experiences with

photovoltaic, describing how they could cover a certain amount of electricity usage via their solar

panels and praising this market-independent energy supply. Moreover, a discourse about nuclear

fusion emerged. Origin of this debate was a scientific breakthrough at the Lawrence Livermore

National Laboratory where scientists managed to perform a controlled fusion experiment that gen-

erated more energy than it consumed for the first time in history (Tollefson & Gibney, 2022). While

some Twitter users depicted this as the universal solution for humanity, this situation was leveraged

by numerous individuals to advocate for solar energy which already made usage of the sun as a

huge nuclear fusion reactor. Lastly, it was the most pro-solar power topic 3 (Figure 22) which

registered a slight increase. This increase primarily based on the word ’Wirkungsgrad’ (level of

efficiency). In pro-solar power tweets, Twitter users reacted to a new photovoltaic cell developed at

the Helmholtz-Zentrum Berlin which reached an unprecedented efficiency of 32.5% (Mariotti et al.,

2023). The German newspaper Tagesspiegel wrote an article about it (Tagesspiegel.de, 2022) that

was frequently shared on Twitter, accompanied by positive sentiments about the technology. Still,

it couldn’t lead to a turning point to break the sentiment decline.
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Figure 23: The country-specific sentiment timelines for solar energy.
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5.6 Wind energy

In Figure 24, a clear negative sentiment trend about wind power was observable on the long term.

While Twitter users perceived wind energy as slightly positive or neutral until 2018, the sentiment

drastically declined afterwards and eventually reached it’s most negative point in March 2019

(Figure 25). However, the sentiment recovered as quick as it dropped. Although, it never reached

the positive side anymore but remained slightly negative throughout the rest of the study period.

In July 2021, the sentiment registered another local minimum that was characterised by a large

tweet volume. Similar to the previous observations, the number of tweets posted about wind energy

peaked in 2022, predominantly towards the end of that year. In the same time – just as for solar

power – sentiment saw another decrease. Compared to German Twitter users, the perception of

Swiss and Austrian users varied more widely as Figure 29 shows. In general, Austrians were more

positive about wind energy than their neighbours.

Figure 24: The sentiment timeline for wind energy, smoothed over 180 days with the buffer indi-

cating the uncertainty based on the available tweet load taken to calculate the sentiment scores.

It’s of great interest to understand underlying causes for the abrupt sentiment downfall observed

between 2018 and 2019. Hence, the following content analysis will put a focus on this time period.

Furthermore, spring 2022 will be closely inspected to monitor reasons for the neutral sentiment as

a contrast to 2018 and 2019.
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Figure 25: The monthly average sentiment about wind energy between 2007 and 2023 with trans-

parency indicating the tweet load per month (less transparency indicating more tweets).

Figure 26: The temporal evolution of the ten different topics for wind energy and their characteristic

words derived by the LDA model, slightly smoothed by a Gaussian filter.
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2018/2019: Great concern about forest areas causes support for wind energy to col-

lapse

The temporal distribution of LDA topic shares provides great insight into the reasons for the sudden

increase of negative wind sentiments in 2018 and 2019. As shown in Figure 26, that negative trend

temporally correlates very well with the massive increase of topic 4 which was found to unite

mostly negative tweets (Figure 27) and became extremely dominant (Figure 28). In accordance to

the characterising words of topic 4, term frequency analysis revealed that Twitter users suddenly

mentioned ’Wald’ and ’roden’ much more often since summer 2018. As microreading revealed, in

September 2018, a lot of users were annoyed by the a planned deforestation project in the myth-

enshrouded Reinhardswald which should allow the construction of large wind power plants (Rapp,

2019). Further evoked by the concurrent protests against coal energy in the Hambacher Forst (see

subsection 5.4), these plans were widely and controversially discussed, also on Twitter. Thus, the

large majority of Twitter users argued against wind energy as they prioritized the legendary forest

ecosystem which would also have a positive impact on the climate. The German conservationist

Hermann-Josef Rapp and specially founded conservation activist alliances heavily criticised the

project due to its negative impact on biodiversity (Rapp, 2021). Although the agitation about

these forest areas diminished by the end of 2018, topic 4 rose again in spring 2019 and reached its

peak in summer when almost every third tweet was assigned to that topic. In March, when the

monthly sentiment hit another minimum, the term ’Insekt’ was mentioned in almost every seventh

tweet, most of them posted on March 25th. This was triggered by numerous German newspaper

articles published on that day, including one in Spiegel (Spiegel.de, 2019). These articles referred

to a study of the DLR (Deutsches Zentrum für Luft- und Raumfahrt) from 2018 where the authors

calculated that approximately 5 to 6 billion insects per day would be killed by wind turbines (Trieb

et al., 2018). The sudden focus of several news outlets on this topic led to an enormous amount

of anti-wind power tweets although the authors of the study and the news articles pointed out

difficulties in interpretation due to a lack of quantified studies on other insect-damaging activities.

In the following months, wind energy saw continuous critique which referred to deforestation and

insects but was further complemented by numerous users bringing birds into the discussion. These

users claimed that birds were also killed by windmills and disturbed by their noise and infrasound

emissions, further resulting in negative sentiments about wind power.

Conclusively, the strong increase in negative sentiments emerged from several factors, most of

them related to environmental drawbacks of wind power (deforestation, danger for insects and

birds) in combination with plans for additional wind power stations. Additionally, topic 7 – the

second most negative one (Figure 28) – registered a remarkable increase in 2018. Here, people

came up with arguments regarding the reliability and efficiency of wind power, complaining about

its inherent dependence on certain weather conditions. On the other hand, supporters of wind

power countered with statistical causes of death of birds and insects where wind mills only play

a small role. They argued that glass, housing infrastructure, cats or cars were more dangerous

than wind turbines. Unfortunately, a lot of these tweets were misclassified as anti-wind although
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they defend the technology. Still, such tweets were a minority that couldn’t have compensated the

negative ones. Surprisingly, there weren’t many pro-wind power tweets referring to the technology’s

climate-friendliness. Those that contained climate keywords either made fun of ongoing projects

that required deforestation (such as in the Reinhardswald) or referred to the positively perceived

offshore wind parks. The latter were in focus in the early days of Twitter as part of the rather

pro-wind topic 3 which saw a drastic decline over the years.

(a) positive tweets (b) negative tweets

Figure 27: The word clouds for positive and negative tweets about wind energy.

Spring 2022: Twitter users are demanding more wind power

The term ’Bayern’ (Bavaria) was a reoccurring theme found in wind tweets, predominantly included

in topic 2. This topic saw a slight increase in spring 2022 and ’Bayern’ gained a lot of attention

as it was the most frequently mentioned term in March and April, prominently accompanied by

’Söder’ and ’10H’. Although the overall sentiment stayed below zero, people referring to Bavaria

had positive sentiments about wind energy. The sudden rise in attention was found to be triggered

by a political decision about the so-called 10H rule. Introduced in 2014 by the Bavarian state,

this rule specified the minimum distance of wind turbines to infrastructure which had to be at

least ten times the height of the wind power station (Hehn & Miosga, 2015). Due to this rule,

the approval of wind power projects has rapidly fallen by about 90% in Bavaria which was heavily

criticised with regard to defined climate goals (Stede & May, 2019). It was in April 2022 when

the Bavarian Landtag decided to relax this rule and defined a new distance of 1000 meters (BR24

Redaktion, 2022). However, most Twitter users were not satisfied with this decision as they wanted

the rule to be fully cancelled. Thus, they still accused Markus Söder, the Bavarian governor, of

curbing wind power development. Those users argued in favour of wind power as a means to mit-

igate climate change and a strategy to become independent of foreign fossil fuels. Consequently,

’Bayern’ was primarily found in pro-wind power tweets (Figure 27). Especially due to the Russian

invasion in Ukraine, microreading revealed a lot of Twitter users taking a stand for wind power

instead of Russian gas. While most of these users saw more potential for wind power in Bavaria,

a minority claimed that it was no ’wind state’. Moreover, it was remarkable how often the term

’Sonne’ was mentioned within wind power tweets. A lot of people recognised similarities between

wind and solar power and saw their combination as an optimal solution for the energy transition
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while others argued against both. Such anti-wind tweets were mostly based on popular arguments,

such as the intermittent energy supply due to its strong dependence on suitable wind speeds. Here,

users reported how they saw a lot of wind turbines standing still most of the time. Especially in

consideration of the energy crisis and environmental arguments such as deforestation, soil sealing or

bird endangerment, this led to negative sentiments. Furthermore, an aesthetic aspect was brought

into play as some people claimed these high wind turbines would ruin the visual depiction of the

landscape. This was also observed by Rand and Hoen (2017) who found size and colour to be

relevant for the assessment. Although anti-wind tweets were still more prevalent, the war-induced

challenges had an initial positive impact on the perception of wind power. However, this effect

declined towards the end of the year.

While the overall sentiment was still below zero in Germany, Swiss and Austrian users felt more

positive about wind power in spring 2022 (Figure 29). The latter were less worried about environ-

mental and visual implications but primarily argued in favour of wind turbines because they saw

the importance of climate-friendly energy and independence. Like German users did with Bavaria,

Austrian users pleaded for more wind power in potentially suitable regions. The same was observed

for Swiss users who also referred to the energy crisis which was exacerbated by the Russian invasion.

Hence, the claims for wind power expansions grew louder. Although people seemed to be aware of

its limitations, they pointed out its strengths and perceived wind power as a piece to the puzzle

towards an independent and climate-friendly energy supply strategy.

Figure 28: The average sentiment per wind topic of the whole study period.
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Figure 29: The country-specific sentiment timelines for wind energy.
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5.7 Water energy

Compared to the other energy sources, the sentiment timeline of water energy is noisy and shaped

by a large uncertainty due to the sparse amount of data. Only 44’869 tweets were left after pre-

processing to derive the sentiment from which impedes the analysis. Most of the time, hydropower

enjoyed a slightly positive sentiment expressed by Twitter users which was accompanied by many

local peaks and lows (Figure 30). Over the whole study period, there were only a few months

when the sentiment fell below zero, yet usually staying in the neutral range (Figure 31). In general,

hydropower mainly enjoyed periods of positive sentiments in 2011/2012, 2015/2016 and 2021. In

2022, when tweet volume peaked, a negative trend was observed towards the end of the year.

However, this didn’t apply to Swiss users whose sentiment has risen during 2022 (Figure 34) and

who were found to perceive hydropower more positively than their neighbours.

Figure 30: The sentiment timeline for water energy, smoothed over 180 days with the buffer indi-

cating the uncertainty based on the available tweet load taken to calculate the sentiment scores.

Although the tweet volume seems to successively increase over time, data revealed that there was

a slight unexpected tweet load surplus in May 2017 which was primarily visible in the sentiment

timeline of Swiss users (Figure 34). Furthermore, interesting developments of topic shares were

registered in spring 2018 (Figure 32). Consequently, reasons for these variations should be uncov-

ered. Lastly, I will closely inspect tweets posted in December 2021 and August 2022 as those were

examples of quite positives and neutral/slight negative sentiments, both characterised by a large

tweet volume if compared to previous years.
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Figure 31: The monthly average sentiment about water energy between 2007 and 2023 with trans-

parency indicating the tweet load per month (less transparency indicating more tweets).

May 2017: Swiss users feel positive about hydropower ahead of a public vote about

renewable energy support

In accordance to the country-specific sentiment timeline (Figure 34) and the slight peak of topic 8

(Figure 32), the term frequency analysis revealed that discussions in May 2017 were mainly due to

a political event in Switzerland. In particular, users were discussing the public vote about the new

Energiegesetz (EnG) as part of Switzerland’s Energiestrategie 2050. This new law should further

promote renewable energy sources and financially support large hydropower stations since they

could hardly cover their costs due to the low electricity prices (Schweizerische Eidgenossenschaft,

2017). Most Swiss users were pleading in favour of the new proposal and, thus, also in favour

of water energy. They argued that hydropower was an essential part of the renewable energy

transition and could guarantee an independent energy supply. Some users even complained that

the EnG wouldn’t promote hydropower enough. Arguments against hydropower stations referred to

its interventions into the natural environment or the price that couldn’t compete with other energy

sources. However, anti-hydropower voices were a small minority. German users, on the other

hand, were neutral about hydropower as some of them claimed that can’t be further developed in

Germany while others referred to Switzerland’s extensive hydropower infrastructure to demand a

similar expansion in their country as well.
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Figure 32: The temporal evolution of the ten different topics for water energy derived from the

LDA model, slightly smoothed by a Gaussian filter.

Spring 2018: Support for hydropower in Switzerland and German fear of negative

consequences for the natural ecosystem

In spring 2018, the sentiment about hydropower was predominantly positive but registered a slightly

negative value in April. However, on a country level, the latter was only observed for German

users (Figure 34). General discussions covered the Swiss Federal Council ’s decision of keeping

the maximum water tax at the current level (Der Bundesrat, 2018) which wasn’t well received

among Twitter users who would have preferred less taxes to further strengthen hydropower. On

the other hand, an impending dam burst at Colombia’s largest storage power plant construction

(Hidroituango) (see Bedoya and Cuellar (2018)) led to some negative voices regarding water power

as it can pose great risk in case of unstable dams in combination with unexpected water masses.

This resulted in an interim high of topic 6 which was generally the least positive topic derived

from the LDA model (Figure 33). While the overall sentiment score still remained greater than

zero, negative sentiments prevailed for German users. Reasons for this were different newspaper

articles, some about thousands of planned hydropower stations in Greece and Slovenia which would

threaten wild river ecosystems, others about the deadly consequences of hydropower stations for

fish which was criticised by the Hessian Fishing Association (Süddeutsche Zeitung, 2018).
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December 2021: Continuous Swiss support and reliability-arguments

In December 2021, the sentiments about hydropower were positive in all three countries. Users from

Switzerland were primarily happy about the results of the Runder Tisch Wasserkraft, comrising

different stakeholders including the Head of the Federal Department of the Environment, Transport,

Energy and Communications, where all participants agreed on the importance of hydropower for

the Swiss energy supply security and the need of its further expansion (EnDK, 2021). The large

majority of Swiss Twitter users were convinced that additional support for hydropower was the right

decision, calling it the most effective technology for a sustainable and secure energy supply. Again,

German users were less positive about hydropower. While most people didn’t dismiss the technology

per se, they argued that an expansion wouldn’t make sense due to the country’s topography and

its negative implications on river systems. On the opposite, Austrian users were well aware of the

geographical advantages their country has for the usage of hydropower. In contrast to wind and

solar power, people appreciated the reliability of hydropower, its continuous energy supply during

night times and its opportunity to store energy in a simple way using pumped-storage power plants.

Figure 33: The average sentiment per water topic of the whole study period.

August 2022: Droughts are endangering hydropower generation

In August 2022, the sentiment about water energy, derived from a large number of tweets, fell

below zero which hasn’t been the case for almost two years. Quite specific words like ’Dürre’,

’China’ and ’Norwegen’ were found to be part of anti-hydropower tweets. While energy generation

via hydropower plants was usually appreciated since it’s less dependent on weather conditions

(as opposed to wind and solar power), heavy droughts in summer 2022 made people revise their

statements regarding energy supply reliability. Most of the Twitter users referred to Norway and

China, both countries with an intensive hydropower usage, as examples for the insecure energy

supply of hydropower plants. Indeed, the massive drought in summer 2022 limited hydropower
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generation in Sichuan Province which resulted in a serious power shortage as the province is heavily

dependent on hydropower (X. Liu et al., 2023). Similarly, electricity production strongly declined

in Norway, resulting in lowered energy exports and increasing electricity prices (ORF.at, 2022b).

However, while some Twitter users exploited these situation to argue against hydropower, others

drew increased attention on the risks of climate change and the need to support a climate measures,

that include renewable energy sources. In combination with reoccurring doubts of German users

regarding the expansive potential of hydropower in less mountainous regions, the sentiment resulted

to be below zero, despite remaining in the neutral range.

Interestingly, the sentiment of Swiss users remained positive, even reaching up to 0.2 in the same

month. Although some Swiss people also recognised the drought-induced limitations of hydropower,

their support for the technology was preserved as long as there are temporary alternatives in cases

of heavy droughts. Others claimed that further pumped-storage power plants need to be built,

regardless of the latest events.
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Figure 34: The country-specific sentiment timelines for water energy.
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5.8 Gas/oil energy

Similar to wind energy, sentiment about gas and oil lightly oscillates in the neutral sphere with a

minimal rather positive feeling between 2013 and 2019 before exiting this cycle to remain rather

negative in the past few years. The most negative sentiment was reached in 2021 according to the

smoothed curve of Figure 35. The most positive value was either found in 2009 or late 2017, though

rather remaining in the neutral scope. The reoccurring theme of decreasing uncertainty thanks to

increasing tweet volume towards 2022 is shown as well. In the last year of the study period, the

sentiment about gas and oil energy has risen again, approximately equalling the increase rate of

that of wind energy. As per Figure 36, the monthly average sentiment score shows a quite sharp

stripline in January 2019 after which there has been only one single month (March 2020) when

the sentiment value was above zero. While the slight positive sentiment period between 2013 and

2019 showed a minimal tendency of more positive sentiments during summer months, this pattern

changed after 2019 when sentiments about gas and oil were more negative in summer, except for

2022. However, overall, sentiment values mostly lay in the neutral range, which also applied to

2022 when most tweets about gas and oil were posted.

Figure 35: The sentiment timeline for gas/oil energy, smoothed over 180 days with the buffer

indicating the uncertainty based on the available tweet load taken to calculate the sentiment scores.

Based on the sentiment timeline for gas and oil energy in combination with the monthly tweet

volume, I decided to specifically dedicate the content analysis to the time range between 2017 and

the end of 2022 in order to find circumstances which could have been responsible for the sentiment

changes. The chosen period can broadly be divided into three subperiods: 2017 and 2018 when the

sentiment was still positive, 2019 until 2021 when the sentiment became more negative and 2021

onwards when it recovered to get close to zero again.
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Figure 36: The monthly average sentiment about gas/oil energy between 2007 and 2023 with

transparency indicating the tweet load per month (less transparency indicating more tweets).

2017 and 2018: Gas as the best alternative

In the first subperiod, the LDA topics 1 and 2 were dominant and the rise of topic 4 – reaching

its climax in 2021 – started (Figure 37). The relevant terms explaining topic 1 mostly had to do

with types of fuels whereas ’cng’ was the most dominant one. This term referred to Compressed

Natural Gas which is an alternate fuel for vehicles (Khan et al., 2015). Just like the slight positive

sentiment of topic 1 (Figure 39) reveals, the large majority of users viewed CNG as the next big

thing, the long-awaited alternative to petrol and diesel for the transportation sector, praising its

environmental friendliness compared to the conventional fuels. Indeed, CNG is seen as a cleaner

fuel than petrol or diesel, especially due to less emission output (Semin, 2008). In contrast to the

developments in recent years, those users preferred CNG over electric vehicles, mainly due to the

limited crusing range and the costly production of batteries. When closely inspecting topic 4, it

was observed that a lot of people even viewed CNG as renewable (’erneuerbar’) although this isn’t

correct as it’s a form of fossil energy (Semin, 2008). While tweets of topic 4 were found to be in the

neutral range (Figure 39), the word ’erneuerbar’ was primarily found in posts which were positive

about gas and oil energy (Figure 38). Moreover, in accordance to topic 2, a lot of users pointed

out economic terms, predominantly complaining about petrol and diesel being expensive (’teuer’)

which further openend the gates for the auspicious CNG technology. Furthermore, it was feared

that heating oil will reach its price peak soon, thus, the hashtag #peakoil was seen in many tweets.

Peak oil refers to the theory of Marion King Hubbert who proposed that oil production cost rise

after its peak was reached, leading to dramatic implications for economy and society (Bardi, 2009).
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Figure 37: The temporal evolution of the ten different topics for gas/oil energy derived from the

LDA model, slightly smoothed by a Gaussian filter.

2019 until 2021: Rising climate awareness and Nord Stream critics

The negative sentiment trend started in 2019 when the previously dominant ’CNG’ topic 1 was

overtaken by the ’erneuerbar’ topic 4. This goes hand in hand with climate and environment related

terms like ’co2’ (often found in anti-gas tweets as per Figure 38) and ’fossil’ suddenly appearing

within the most frequently mentioned terms. While there were still tweets about gas as the desired

alternate fuel, more people started to worry about nature and climate consequences due to the

combustion of oil-based fossil fuels which led to more anti-gas and anti-oil tweets. In this context,

words like ’Klimagerechtigkeit’ or ’Klimakatastrophe’ were mentioned. The first one hints to the

Climate justice movement which – in Germany – was established in 2007 to address the historical

responsibility of Northern hemisphere countries for the massive greenhouse gas emissions (Sander,

2016). However, negative climate impact was not the only reason for an increasing amount of

anti-gas and anti-oil tweets. Other users posted tweets arguing against gas and oil criticizing the

induced dependence on ”oil countries” and the financial support of their cruel regimes. It was in

late summer 2020 when topics 3 and 8 registered a sudden peak. Both prominently contain the

word ’fracking’, an unconventional shale gas extraction method enabled by horizontal drilling which

predominately started booming in the US in 2013 (Jackson et al., 2014). As both topics contained

tweets with a negative sentiment about gas/oil energy (Figure 39), the overall sentiment further

decreased during their peaks. Microreading showed that users were complaining about fracking for

being climate-unfriendly as it further contributes to greenhouse gas emissions (Staddon & Depledge,
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2015). Moreover, the terms ’nord’ and ’stream’ were found to be very frequently mentioned during

this topic 3 peak while the majority of tweets containing these terms showed a negative sentiment

towards gas and oil energy. Nord Stream refers to a gas pipeline from Russia to Germany, announced

in 2015 (De Jong, 2023). In fear of gas shortage and increasing gas demand due to the German coal

phase-out, the project was supported by various central European countries (De Jong, 2023). On

the contrary, it was harshly criticised by the United States of America (De Jong, 2023). Twitter

users assumed that the critique arose as the US saw the cheap Russian gas a powerful competitor

to their fracking gas exports. Users either criticised the fracking gas or the nord stream gas for its

environmental risks or the rising dependence on global players, both leading to negative sentiments

about the energy form.

(a) positive tweets (b) negative tweets

Figure 38: The word clouds for positive and negative tweets about gas/oil energy.

Figure 39: The average sentiment per gas/oil topic of the whole study period.

2021 and 2022: War and climate ethics versus affordable energy supply

While the sentiment about gas and oil was still negative until summer 2021, it started to recover to

hit the neutral range afterwards, yet staying below zero. Congruously, the neutral/slight negative

topic 2 started to dominate and the slightly positives topics 6 and 7 increased. However, as the
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most frequent bi-gram ’russisch, gas’ suggests, it was the Russian-Ukraine conflict in spring 2022

(Farghali et al., 2023) which led to a peak of topic 8, disrupting the sentiment recovery in the

first half of the year. For many Twitter users, the Russian invasion intensified the urgency to

get away from gas, become independent and stop to finance the Russian war. However, the peak

flattened shortly after and topic 2 became the prevalent one again in the second half of 2022.

In this subperiod, its most dominant terms were ’Strom’, ’heizen’ and ’teuer’, which recorded

an unprecedented surge. Microreading revealed that many users asked to get secure gas supply

again as the rapid gas exit led to gas prices being six times higher than usually, making heating

more expensive (Ruhnau et al., 2023). These voices also amplified the arguments of advocates for

affordable energy prices against such alluding for sanctions against Russia and non-fossil energy

sources. While a minority was still pointing out the necessity to replace gas and oil by renewable,

climate-friendly energy sources, most users expressed their anger towards the government, claiming

they weren’t able to pay their heating and electricity costs during the upcoming winter months

anymore. While the majority of the latter group seemed to be aware of the drawbacks of gas and

oil, they found the EU’s gas embargo (European Commission, 2022b) proving one thing: Under-

and middleclass households simply can’t finance their living expenses without an affordable energy

supply. Consequently, personal destiny became paramount, leaving behind war and climate ethics.

Figure 40 uncovers the sentiment differences between users from Germany, Austria and Switzerland.

Since the large majority of Twitter users was located in Germany, the general sentiment timeline

strongly resembles the one for German users. On the contrary, sentiments about gas and oil stated

by Swiss and Austrian users highly fluctuates and was rather negative in 2017 and 2018. However,

sentiments of German and Swiss users were found to show the same tendencies since 2019 with

Swiss users being more negative about gas and oil overall. As opposed to their neighbours, there

were two months in 2020 and even 2021 when Austrian users expressed clearly positive sentiments

about this energy source. When reading the respective tweets, no clear reason for this sudden

outlier was found. However, it has to be noted that only 61 tweets were sent by Austrian users

during the most positive month in June 2020.
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Figure 40: The country-specific sentiment timelines for gas/oil energy.
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6 Discussion

In the first part of this chapter, the defined research questions are answered in summary by re-

turning to the stated hypotheses. Then, the results presented in section 5 will be linked together

and connected to the existing literature. Afterwards, the circle to the introduction and background

section will be closed by referring to existing theories and assessing implications for public support

under the circumstances of the desired sustainable energy transition. In a final subsection, the

chosen methods and data will be critically discussed by identifying limitations.

6.1 Main findings and evaluation of hypotheses

RQ1: How did the sentiments of German-speaking Twitter users towards different

energy sources change between 2007 and 2023?

H1: Due to the challenge of climate change, renewable energy sources and nuclear power gained

popularity over the years while the sentiment about fossil fuels became more negative.

As expected, the sentiment about nuclear power successively recovered after most users perceived

it as very negative in 2011. However, a general positive trend of renewable energy sources was

only registered for solar power which was interrupted in 2022. While the positive perception of

hydropower mostly remained stagnant over the study period, wind energy went from slightly posi-

tive to controversial over the years and finally lost a lot of support starting in 2018. The sentiment

about gas and oil showed a similar development as users felt undecided or even slightly positive

about these energy sources while a scant negative trend started in 2020. In contrast to the ex-

pectations, coal energy did only lose support until 2019. Afterwards, people increasingly felt more

positive about it than before. Although, it remained the most negatively perceived energy type.

RQ2: Which events or circumstances were responsible for these sentiment variations?

H2: Energy availability, prices and projects, political decisions and popular movements, disasters

or technological progression are driving forces behind sentiment variations.

A variety of factors driving sentiment variations was identified. For instance, a dam burst in

Colombia raised interim negative voices about hydropower, just like the attack on an Ukrainian

nuclear power plant did with nuclear power. Although the disaster of Fukushima also had a nega-

tive impact on the perception of the latter, social anti-nuclear movements already led to a strongly

negative sentiment of nuclear power prior to the catastrophe. Similarly, social climate movements

starting in 2018 seemed to have an impact, especially when activists occupied the Hambacher Forst

before its announced clearance. In combination with such long-term movements, distinct ventures

or political decisions about projects could shape sentiments, for example observed when the con-

struction of a new coal-fired power plant or its reactivation was announced or when the legendary

Reinhardswald was to make way for a new wind park. Energy availability and price were especially

found to be influential in 2022, caused by geopolitical tensions whose impact was underestimated.
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The fear of energy scarcity ultimately led to weakened support for weather-dependent renewable

energy sources. Moreover, it favoured geographically independent energy types. While new tech-

nologies were only found to have minor short-term effects (e.g. on solar power perception), the

influence of media articles was unexpectedly large. Several articles led to an interim decline of solar

power sentiments while those about birds endangered by wind turbines and incorrect news about

an explosion near a French nuclear power plant had similar impacts on the respective energy sources.

RQ3: How did sentiments differ between Twitter users from Germany, Austria and

Switzerland?

H3: Country-specific differences of sentiments mainly base on the respective energy mix of the coun-

try and national or regional events. Hence, more positive sentiments about hydropower are expected

for Swiss and Austrian users while a more positive perception of coal power is expected for German

users.

Overall, sentiments from German, Swiss and Austrian users were observed to be similar but heavily

influenced by the numerical dominance of German Twitter users. While hydropower enjoyed clear

support from Swiss users, Austrians viewed it as quite controversial between 2018 and 2020 which

contradicts the hypothesis. Similarly, the expectations about coal power could not be vindicated

as Germans viewed coal power as even more critical than their neighbours did. Hence, sentiment

can’t simply be inferred from the energy mix and a country’s dependence on an energy source.

As described in the previous subsection, national or regional events, however, were influential. Al-

though, once regional events in Germany reached national sensation, they also influenced the online

debate of Austrian and Swiss users. While a final explanation of observed differences is extremely

difficult, Hornung (2023) claims that historic events and traditional convictions of social groups

and political parties also play a role for energy perception.

6.2 The clash of interests

To progressively enable a widened perspective on the final implications of the thesis in the following

chapters, the findings of the three research questions are interconnected and compared with results

of existing literature, while the temporal focus lies on the periods of interests defined in the the

result section 5. Hence, slightly deviating from the previous structure, energy sources are grouped

based on similar findings to allow a sight onto the bigger picture.

The basis for this bigger picture is shown in Figure 41 which represents four superordinate groups

of arguments (hereafter referred to as dimensions). They have been identified by summarising

the main points Twitter users made to justify their energy perception. It was found that the

large majority of users referred to at least one of these dimensions to express their positive or

negative sentiment about the respective energy source. The dimensions correspond well to the

advantages and disadvantages of energy sources described in subsection 2.1 while no energy source

can accomplish all four points: A secured, affordable and reliable energy supply, no negative health
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implications, environmental protection and climate-friendliness. The following subsections will

frequently return to these dimensions by uncovering dominant argumentation patterns and their

temporal changes to derive underlying drivers of the sentiment variations.

Figure 41: The four typical dimensions of arguments made by people to express their sentiment

about energy types (with example keywords). Since no energy source can fully cover all four

dimensions, a trade-off emerges.

6.2.1 Fossil fuels: Constant energy supply as the carrying argument

Although it was found that German-speaking Twitter users felt less negative about gas and oil than

they did about coal, the argumentation mainly referred to the same dimensions shown in Figure 41.

Negative sentiments about fossil fuels were predominantly based on their implications for global

climate, strengthening the call for contemporary fossil fuels phase-outs. Indeed, coal, gas and oil

are major drivers the climate change (Ang et al., 2022), especially due to massive carbon dioxide

emissions (Rahimnejad et al., 2012).

The difficult state of coal energy

In accordance to the results of Nuortimo and Härkönen (2018), coal energy was found to be dom-

inated by negative sentiments. In comparison to gas/oil, German-speaking Twitter users further

criticized its negative impact on the environment and human health, primarily evoked by coal
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particles polluting the air which can cause respiratory disfunctions, cancer or cardiac diseases

(Gasparotto & Martinello, 2021; Munawer, 2018). In accordance with the results of Markard et al.

(2021) who found a strong and persistent anti-coal discourse coalition referring to climate impacts

as the dominant delegitimation point of coal, my sentiment data have shown that these climate ar-

guments largely outvoted the positive ones, at least until 2022. However, studies by Müller-Hansen

et al. (2022) and Markard et al. (2023) observed an increasing pro coal phase-out tendency until

2020. This slightly deviates from my results which suggest the Hambacher Forst in 2018 to be the

nadir of coal sentiment. However, the influence of the associated WWF spam (see section 5.4) was

significant and sentiment remained very negative until 2020 which could hint this pro phase-out

tendency. Though, Markard et al. (2023) took German newspaper data which doesn’t seem to be

directly comparable to Twitter data. Thematically, while Müller-Hansen et al. (2022) focused on

the impact of the established Coal Commission that should plan the German coal phase-out, the

authors found the coal debate on Twitter to be mainly influenced by this commission and social

climate movements. While especially the movement EndeGelaende was prominently found to crit-

icize the clearing of the Hambacher Forst, I haven’t encountered the commission at all. This is

probably due to Müller-Hansen et al. (2022)’s data acquisition method as they defined a separate

keyword for the commission which artificially increased the recall of such tweets. Compared to the

aforementioned studies, my thesis allows to enlighten the impact of the energy crisis intensified

by the fear of energy shortage following the sanctions against Russia in 2022. Here, the findings

coincide with those of Wiertz et al. (2023) who also found a shift of priorities away from climate

arguments to energy supply security and even deduced from their results that ”climate protection

is no longer the clearly dominant goal of the energy transition” (Wiertz et al., 2023, p. 7). With

reference to my sentiment results, I would not fully agree on this as the climate awareness was

still a major argument of anti-coal tweets in 2022 which significantly contributed to the fact that

sentiment about this energy source didn’t reach positive values.

The war brings energy supply in focus

Still, coal energy’s independence of environmental conditions as a undeniable strength for energy

security (Roggenkamp et al., 2021) impressively demonstrated the pragmatic relevance of this

dimension. The reliable energy supply argument was accompanied by the point of local availability

that is especially given Germany’s large coal reserves (Voss, 2022). Both arguments were also

found to hinder a faster coal phase-out in studies by Markard et al. (2021) and Hermwille and

Kiyar (2022). Consequently, the re-arrangement of weights towards coal’s advantages led to an

impressive revival of coal sentiment during the energy crisis. According to a survey conducted by

ARD (German state television), the majority of participants from all parties except the Green Party

voted in favour of a stronger usage of coal energy to become independent of Russian gas (infratest

dimap, 2022). Still, even in 2022, the drawbacks of coal energy – negative climate, environmental

and health implications – resulted in a slight negative perception of coal energy. However, the

misclassification of tweets referring to China’s extensive coal usage (see section 5.4) suggests that
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the positive sentiment trend about coal, driven by the energy crisis, remained untamed. Since coal

energy is not present in Switzerland and only a small part of the Austrian energy mix (Azarova et al.,

2019; IEA, 2020), my data was strongly dominated by German events with the slight exception of

Austria’s coal power plant reactivation announcement (ORF.at, 2022a). As compared to Germany

where the same decision strengthened pro-coal voices, this mainly evoked anti-coal Austrian users

who reacted disappointed regarding the climate implications.

Gas and oil sentiment gets to feel the climate zeitgeist

While research lacks studies about the perception of oil and gas energy in Europe, a glimpse at the

statistics proves their relevance, especially for heating systems. In 2022, almost 75% of all German

residences were heated using gas (49.3%) and oil (24.7%) (BDEW, 2023). In Switzerland, 39.3% of

all heating systems made use of oil and 17.5% of gas in 2022 (BfS, 2023) while these numbers were

at approximately 12% (oil) and 19% (gas) for Austria in 2020 (Statistik Austria, 2021). Despite

building on the same precondition as coal, namely the negative environmental and climatic impact

of gas and oil combustion (Nicoletti et al., 2015), there were mainly two explanations for the

neutral or slightly positive sentiments about gas/oil. First of all, the health implications were

very rarely mentioned by Twitter users although the products emitted during oil combustion were

found to increase childhood cancer risk (Knox, 2005). Secondly, especially Compressed Natural

Gas (CNG) was found to be viewed as a valid alternative to petrol and diesel until 2019. As

CNG emits less pollutants than these two oil derivatives (Semin, 2008), it was hyped in 2017 and

2018 when a lot of Twitter users praised its eco-friendliness. According to Singhal et al. (2017),

environmental concerns regarding traditional fossil fuels led to the more frequent usage of CNG in

the transportation sector. This corresponds to my results which further suggest that the fear of a

drastic increase of diesel and petrol prices was a factor for the CNG hype as the latter was found

to be less expensive than its competitors in the transportation sector (Khan et al., 2015). The

shift away from a specific CNG focus towards the general perception of gas and oil as widespread

energy sources – with intermin focus on the controversially discussed fracking practices and the

Russian gas pipeline Nord Stream – temporally fell in a time period where climate awareness gained

more attention which might have been influenced by climate movements like FridaysForFuture who

emerged in central Europe in 2019 (X. Zhang, 2023). In consequence of this attention shift, the

previously rather neutrally perceived climate and environmental dimensions increasingly became

more negative.

The demand for independence of Russian gas and oil imports

The desire for an independent energy supply voiced during Nord Stream debates was intensified after

the Russian invasion in Ukraine which corresponds to the findings of Wiertz et al. (2023). Their

results suggest that the war has increased the urge of reduction of fossil energy usage, predominantly

import-dependent ones like gas and oil among Germans who are strongly dependent on Russian
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gas (Vrana et al., 2023; Wiertz et al., 2023). So, while the war boosted the support for coal energy,

it had opposite initial effects on gas and oil. However, these primarily ethical concerns quickly

vanished as Twitter user’s demand for a secured gas supply increased after gas prices exploded

(Ruhnau et al., 2023). This is consistent with the findings of Decker and Menrad (2015) who

found economic aspects to be a crucial factor shaping the decision of heating system technologies.

Similar tendencies were also observed in the political scape. As per Wiertz et al. (2023), even

Green party members stated support for liquefied natural gas (LNG) from the US despite being

climate-unfriendly. In Switzerland, Steffen and Patt (2022)’s survey found support for the ban of

new gas and oil heating installations but only if an affordable alternative is ensured. Indeed, the

federal council’s suggestion of building several natural gas power plants to tackle possible power

shortfalls in winter months also gained support after the war started (Steffen & Patt, 2022). While

the data corresponds to the initial negative sentiment after the invasion and the recovering trend

towards winter 2022, no explanation for Swiss users’ sudden negative backslide in November 2022

was found.

Conclusively, just like for coal energy, the intensified energy crisis in 2022 led to a readjustment of

weights assigned to the four dimensions in favour of energy supply at the expense of health, climate

action and environmental protection.

6.2.2 Renewable energy sources: Positively perceived with one limiting factor

Solar energy, wind energy and hydropower are classic examples of renewable energy sources (Mo-

htasham, 2015). As found by Qazi et al. (2019) 17 of the 19 studies they retrieved from countries

all around the world were found supportive towards renewable energy. However, despite their com-

mon characteristics, the sentiment of German-speaking Twitter users was found to vary between

different types of renewable energy sources as per my results. A large portion of the variations can

again be explained by the four dimensions shown in Figure 41. In a nationwide survey conducted by

Sütterlin and Siegrist (2017) in 2012, Swiss people showed most support for solar power, followed by

hydroelectric power and closely followed by wind power. This corresponds to my results, for Swiss

people only as well as for the entirety of German-speaking Twitter users. While all three energy

sources were praised for their climate-friendliness conditioned by their almost negligible emission

output (Ang et al., 2022; Mardani et al., 2015; Mohtasham, 2015), people reported mixed feelings

regarding the environmental dimension.

Climate-friendliness versus environmental implications

In the survey of Sütterlin and Siegrist (2017), most participants didn’t associate solar power with

any negative environmental impacts as they were not aware of the toxic waste formed during the

solar panel production. Accordingly, I only remember having read about toxic waste in one single

tweet which could explain the very positive sentiment observed for solar power throughout the

study period. Similarly, Nuortimo et al. (2018) found Germans to not only be positive towards

94



Master’s thesis M. Stutz 6 Discussion

solar power as an energy source but also towards respective policies and photovoltaic expansion.

I’d suggest that the popularity of solar power also builds on the opportunity that individuals can

start their own small energy projects by adding photovoltaic on their roofs.

Interestingly, Boudet (2019) described renewable energy sources to be perceived controversially due

to ”conflicting conservation priorities, pitting local harms to wildlife, landscape and so on against

global benefits from reduced carbon emissions” (2019: 450). Here, wind energy was found to be

a classic example of this clash of interests between environmental and climatic implications. As

found in an Austrian study conducted by Scherhaufer et al. (2017), especially conservationists and

ecologists had strong negative views about wind energy and weren’t found to be persuadable. They

pointed out the noise emissions and the fatal danger for birds and bats crashing with rotor blades

of the wind turbines. While noise emission was hardly noticed within my data, the latter matches

my observations. However, even more common than birds, deforestation was used as anti-wind

arguments, joined by worries about insects. Just like found by Nuortimo and Härkönen (2018),

my data showed about as many negative as positive tweets about wind power in 2015/2016 before

the perception of that energy source became significantly worse, driven by aforementioned envi-

ronmental concerns massively covered in media (this strong attention of wind power in media was

also observed by Nuortimo and Härkönen (2018)). Such an increasing negative trend could also be

monitored by Dehler-Holland et al. (2022) who assessed changes in public sentiment about wind

power in Germany between 2009 and 2018. The authors concluded: ”Our results show that regional

issues with health, environment, and landscapes have increased in prevalence over the past years,

challenging wind power’s legitimacy on normative grounds.” (Dehler-Holland et al., 2022, p. 16).

They also mention the geographical scale claiming that individual projects would conflict with

societal values and regional planning laws (Dehler-Holland et al., 2022). Especially regarding the

attention-grabbing worries about the legendary Reinhardswald, I found local arguments like the loss

of a piece of culture or changing aesthetics to be brought into the discussion. The Reinhardswald

is a classic example of a physical space that is associated with emotional meanings assigned by

the local population which was often observed to cause resistence against energy projects (Devine-

Wright, 2011). This corresponds to the findings of Sütterlin and Siegrist (2017), Müller et al.

(2020) and Vuichard et al. (2019) who found Swiss people’s high approval for renewable energy to

clash with issues related to the acceptance of specific wind power projects on a local level. This is

known as the Not In My Backyard Phenomenon which refers to people accepting energy projects

as long as they’re not directly affected by their drawbacks (Krohn & Damborg, 1999). Among

others, Vuichard et al. (2019) view this phenomenon as a possible reason lessening public support

of wind energy on a local level which I would agree on based on my microreading experiences of

wind tweets and mostly positive descriptions of offshore plants.

My results of Swiss and Austrian users’ positive sentiments towards hydropower were also docu-

mented in studies from Sütterlin and Siegrist (2017) and Klinglmair et al. (2015). Although Ger-

mans also felt rather positive about energy generation by water power, it could be Switzerland’s

and Austria’s extensive usage of hydropower – in both countries, more than 60% of electricity is
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generated by hydroelectric plants (Sütterlin & Siegrist, 2017; Wagner et al., 2015) – that led to

higher approval rates than in Germany. Again, the findings of Venus et al. (2022) and my own

suggest that the high positive sentiments of solar power couldn’t be reached for any country due

to hydropower’s environmental implications. Venus et al. (2022)’s study found that Germans en-

dorsed the climate-friendliness but at the same time stressed the importance of fish protection and

river system conservation. In comparison to these findings, the fish argument only prominently

popped up once in my data although I would have expected to see more people complaining about

the negative consequences for the fish population. While Austrian users further pointed out the

relevance of hydropower for jobs, they were found to be willing to pay extra for the expansion of

hydropower but demanded for extra measures like fish protection (Klinglmair et al., 2015). In the

same study, the Not In My Backyard Phenomenon was observed as well (Klinglmair et al., 2015).

Such arguments were not found in my data. Though literature lacks long-term studies about the

perception of hydropower, I explain the quite constant sentiment found in my data to be evoked by

the lower dependence of hydropower on external factors (Dujardin et al., 2017) and the therefore

evoked immunity to incisive events, the sophistication of the technology and its solidified pros and

cons regarding the four argumentative dimensions (Figure 41).

The war and the renaissance of energy supply appreciation

Just like for fossil fuels, a very influential event for renewable energy perception was the Russian

invasion in Ukraine in February 2022 which further emphasized the energy crisis (Farghali et al.,

2023). However, it had a bidirectional impact. Immediately after the invasion, the increasing

support for solar and wind power documented in the data was also observed by surveys of Steffen

and Patt (2022) and Ochsenbein (2023) conducted in April and March 2022 respectively. In both

surveys, Swiss people appreciated an intensified usage of renewable energy sources – predominantly

solar and wind power – as a replacement for Russian gas and oil (Ochsenbein, 2023; Steffen &

Patt, 2022). Furthermore, Steffen and Patt (2022) even found all political parties agreeing on this.

Similar to coal power, a fifth argumentative dimension gained more attention as evermore people

argued in favour of solar power as a private, local and economically feasible energy supply method

that’s independent of other nations. Though this argument was already noticed by Wolske et al.

(2017), I found it to become more prevalent after the invasion. However, the quick turnaround of

this development based on an inspection made by the salient study of Wiertz et al. (2023) who found

the war to have conflicting impacts on the perception of renewable energy. While some Germans –

as found for Swiss people – saw renewable energy sources as the solution to becoming independent

of gas imports, others viewed renewable energy as the cause of the gas import dependency as they

weren’t yet a standalone option to cover all energy supply (Wiertz et al., 2023). In my data,

renewable energy was increasingly confronted with critique of Twitter users building on that one

dimension fossil fuels were praised for: Reliable energy supply. As much as renewable energy

sources were approved for their climate-friendliness, their dependence on natural forces is also

a major drawback since it leads to an unreliable, intermittent energy supply (Ang et al., 2022;
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Azarpour et al., 2013; Behabtu et al., 2020; Leonard et al., 2020). Interestingly and in contrast to

my findings, studies about renewable energy hardly found people who used this drawback for the

argumentation. In my data, however, this energy supply dimension was especially used to argue

against the installation of solar power and wind power plants due to their greater intermittency

compared to hydropower (Dujardin et al., 2017). While the growing focus on the climate dimension

and the emergence of climate movements might have been the reasons for the increasing positive

trend of solar power over the years, the energy crisis finally caused the interruption of this trend.

Just like for fossil fuels, the weights assigned to the different dimensions were revised in favour of

energy supply.

6.2.3 Nuclear power: A special case

The results of the sentiments towards nuclear power match the findings of Paul Slovic’s pioneering

paper about risk perception (Slovic, 1987). Just one year after the devastating Chernobyl accidents

(Mez, 2012), Slovic (1987) found lay people to perceive nuclear power as significantly more risky

than experts did. The technology scored high values on the public perception of dread risks and

unknown risks, meaning that its potential for fatal consequences and new, previously unknown risk

was perceived as large (Boudet, 2019).

Fukushima’s emphasize on the health dimension and its quick recovery

Just like the study by Kristiansen et al. (2018) in Switzerland and equivalent studies by Arlt and

Wolling (2016) and Bernardi et al. (2018) conducted in Germany, I also found people strongly

emphasizing the health risk of nuclear power after the Fukushima event in March 2011. So, it was

that health dimension that dominated back then. Although, opposed to the Swiss Angstbarometer

2011 conducted by ENSI (2011), which found the perceived risk of an atomic contamination to be

risen drastically compared to the previous year, the sentiment of Swiss Twitter users was partly

already quite negative in 2010. However, this was only the case for four months characterised by

a small tweet load. If comparing the yearly averages, 2011 registered a more negative sentiment

overall while especially the difference between January/February 2011 and March 2011 was indeed

enormous. Interestingly, such a drastic sentiment change was not the case for German users who

had already very negative attitudes towards nuclear power in 2010 as well as in the first two

months of 2011. This corresponds to the findings of Arlt and Wolling (2016) who also documented

already negative perceptions towards nuclear power in 2010 (also found by Bernardi et al. (2018))

that further increased by a surprisingly small margin. This contradicts with observations made

by Y. Kim et al. (2013) who found fundamental changes in public perception after the disaster,

regardless of the previous level of acceptance. Moreover, when inspecting effects of the Fukushima

disaster on public acceptance in 42 countries, the same authors found the public acceptance to

decline more strongly for people living far away from Japan (distance effect) and to recover more

quickly in countries with a greater energy production dependence on nuclear power (Y. Kim et al.,
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2013). The former observations contradicts with my data as the Marcoule explosion (IRSN, 2011)

in autumn 2011 caused even more concern and more negative sentiments than Fukushima did.

The latter observation of Y. Kim et al. (2013), however, was also inspected in my data. Here,

the negative sentiment of Twitter users from Austria (which has no nuclear power as per IEA

(2020)) only slowly recovered from the disaster in 2011. On the other hand and in accordance to

Kristiansen et al. (2018) and GFS Zürich (2012), the sentiment of Swiss people was found to recover

quite quickly in the years after and even recorded an interim positive score in 2020 and 2021. In

addition to a certain dependence on the energy source, the barely quantifiable health consequences

in the aftermath of Fukushima could have been a reason for this. As Hasegawa et al. (2015, p. 482)

wrote: ”Notably, most injuries or illnesses were not related to radiation exposure.”

Climate and energy crisis put focus on the advantages of nuclear power

The sentiment of German users also recovered after Fukushima, though by a slower rate than the

Swiss one. For both countries, argumentative patterns throughout this long recovery period were

similar and found their peak in the eventful year of 2022. In Germany, Hornung (2023) found the

debate around nuclear energy to be shaped by diverging opinions between people who continuously

viewed nuclear power as an unprecedented health risk and those who saw it as the optimal solution

for the climate and the energy crisis at the same time. In accordance to these findings, these

opposing arguments and an increasing weighting of the supply and climate dimensions as strengths

of nuclear power were observed extremely frequently during microreading of tweets posted in 2022.

Moreover, Wiertz et al. (2023) observed a less negative perception of nuclear power as more Germans

further pointed out the possibility to became independent of Russian gas and oil. While I barely

came across this point, the risk perception still outvoted the pro-nuclear sentiments. Consistently,

Germans emphasized health and nuclear waste problems and didn’t welcome the EU’s declaration

of nuclear power as green energy (European Commission, 2022a) as per Hornung (2023). Contra-

dicting the still negative sentiments observed in 2022, when asked how a possible energy shortage

following the Russian invasion should be solved, a majority of German and Swiss people saw nuclear

power as a major solution as found by surveys of infratest dimap (2022) and Ochsenbein (2023).

These results show the relevance of various circumstances and demonstrate the power of the energy

supply dimension in crisis situations.

Consequently, nuclear power represents a special case. Compared to other energy sources, it was

not characterized by a clash between the climate and the energy supply dimension as opposing ar-

gumentative spheres. Instead, it was predominantly the health argument that was responsible for

the long ongoing scepticism which then clashed with energy supply and climate arguments during

intensified energy crisis. Nonetheless, the health discussion flared up again for a short time when

news about the attack on an Ukrainian nuclear power plant spread.
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6.2.4 Implications for public support and the renewable energy transition

In this thesis, it was found that German-speaking Twitter users’ sentiments about different energy

sources varied over time. Reasoning patterns which were used to argue for or against an energy

type primarily consisted of the four dimensions energy supply, health, environmental protection

and climate action (Figure 41) as characteristic advantages and disadvantages of these energy

sources. As described before, various events and circumstances led to changes in the weighting of

these dimensions over the study period (discourse shift), which resulted in the observed sentiment

variations. These temporally variable priorities were observed via microreading and assisted by

term- and n-gram frequency analysis methods (see section 9 for a quantitative example).

Figure 42: The final sentiment timeline accompanied by the underlying dimensions and their tem-

porally variable importance observed from the data. Solid lines represent a greater importance

than dotted lines.

Figure 42 summarises the temporal development of the perceived importances assigned to the four

dimensions by Twitter users. While environmental protection and human health (mainly regarding

nuclear energy) dominated in the beginning of the study period, these dimensions were succes-

sively overlaid by prioritized climate and extraordinarily strong energy supply arguments due to

the increasing awareness of the climate crisis and the challenges evoked by the intensified energy

crisis in 2022. Hence the energy discourse not only shifted but got more complex due to this

multidimensionality and the known trade-offs between the four dimensions. With the knowledge
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of the dominant thematic priorities at a certain time (Figure 42) and the typical advantages and

drawbacks of the six energy sources (described in subsection 2.1), the public sentiments of a specific

energy source can be assessed.

For example, since both climate action and energy supply dimensions are advantages of nuclear

power, its public sentiment increased in 2022 compared to previous years where disastrous events

put emphasize on health and environmental protection which negatively influenced nuclear senti-

ment. Accordingly, the attack on the Saporischschja power plant put some additional weight on

the health dimension again in 2022, which then led to a minor sentiment decline again.

For some time periods and energy sources, an additional independence dimension helps describing

the recent sentiment trends of solar, wind and coal energy. While people put more weight on a

geopolitically independent energy supply favouring solar, wind and coal after the outbreak of the

war in spring 2022, this weight was later re-assigned to the supply dimension when fear of energy

shortage arose. This again led to decreasing sentiments about the two renewable energy sources.

Public support for the sustainable energy transition exists but is challenged

While all studies about the public perception of energy sources were either limited by the amount

of energy types investigated or a narrow study period, this thesis allowed the long-term sentiment

observation and comparison of multiple energy sources. Therefore, protracted shifting processes

like increased climate awareness as well as the impact of short-term events could be monitored,

helping to estimate the effect of future energy projects, societal beliefs or specific incidents on the

public perception of energy sources. Compared to longer time series like Dehler-Holland et al.

(2022), my data also included the year 2022 and could therefore show the implications of incisive

geopolitical events. This allowed to compare the impact of the Russian invasion to other events in

order to assess the influence of different circumstances. Moreover, the thesis allowed further insights

into country-specific sentiments to uncover impacts of local events or energy mixes. Hence, as no

existing studies comparing energy perception of Germany, Austria and Switzerland were found,

this thesis can be called up to suggest country-specific measures to policy-makers.

From the perspective of the Paris Agreement (United Nations, 2015) and the urgency of the sus-

tainable energy transition (Fuso Nerini et al., 2019; IPCC, 2023; Markard et al., 2023), the latest

positive sentiment trends of non-renewable energy sources appear threatening. The increasing

prioritization of an on-demand, affordable and reliable energy supply was impressive, yet not com-

pletely unexpected. In a German survey in 2022, Siebel (2022) found a total shift of priorities as

48% of all participants named energy security as their main priority, while 40% chose low energy

prices as the most important aspect. Only the remaining 12% ranked climate and environmental

protection higher than the aforementioned issues.

On-demand and reliable energy supply is expected to remain a problem of renewable energy sources,

mainly wind and solar power. The results of this thesis, with most people strongly criticizing the
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dependence on weather conditions and the therefore induced intermittency, could be applied to

Maslow (2000)’s famous hierarchy of needs pyramid, suggesting that people consider reliable en-

ergy supply as more important than implications on climate, nature or health. Coming back to

Coyle and Simmons, 2014 ’s quote in the introduction, research and development is challenged to

further improve existing technologies and plan a suitable interplay of energy sources to tackle this

problem in order to minimize the fear of power outage in our welfare-focused world.

While no data about the financial means of Twitter users exists, the findings of this thesis hint the

end of the world vs. end of the month dichotomy mentioned by Martin and Islar (2021). During

microreading, cost was often mentioned to justify a sentiment. Just like the findings of various

studies (Lloyd & Nakamura, 2022; Soko lowski et al., 2023; Tatham & Peters, 2023), it is assumed

that the financial situation of Twitter users is decisive for the prioritization of certain dimensions,

with less wealthy persons to assign more weight on affordable energy supply than health, environ-

ment or climate. Understandably, they are more worried about how they’re going to make it to

the end of the month (financially) while people with enough financial means already think about

the distant future, more worried about climate change implications. This would explain the results

observed during the energy price burst in 2022 (Jayanti, 2022).

However, even for people with enough money, temporal effect are expected to play a role as well.

Zhao and Luo (2021) found the present bias as a barrier to climate mitigation measures. Since

a lot of people would ”overvalue the immediate costs of climate mitigation policies (e.g., carbon

tax) and undervalue the future benefits (e.g., greenhouse gas emission reductions)”, they refuse to

install energy-efficient devices due to higher upfront costs despite equally high or even higher future

energy savings (Zhao & Luo, 2021, p. 3549).

Yet, the costs of renewable energy sources show a promising development as they have already

registered a drastic decline in past years (Osman et al., 2023). At the same time, costs of non-

renewable energy are projected to rise as they are expected to last another 200 years at maximum

(Luderer et al., 2022; Okedu, 2018). This will again shift the discussion towards renewable-energy.

Despite these (for the energy transition) undesirable findings and the fact that a positive sentiment

doesn’t automatically mean public support for respective energy policies (Scharpf, 1999), it can’t

be drawn from my results, that the sustainable energy transition was unfeasible. Especially solar

power and hydropower kept a broad public acceptance (on Twitter) even in 2022, predominantly

in countries with already considerable usage of such. Most people were well aware of the huge

advantages of these energy sources, even those who criticized them for their drawbacks. Since

energy projects lacking public support are doomed to fail (Segreto et al., 2020; Soko lowski et al.,

2023), policy-makers have to be careful in assessing appropriate measures as it was shown that too

radical approaches like the wind park in the Reinhardswald can significantly alter public perception

about an energy source. In all scenarios, it’s crucial to improve the circumstances hindering public

support for renewable energy, namely costs and supply security. Moreover, educative enlightenment

of long term consequences of different energy projects must be continued to weaken the effects of
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the present bias (Zhao & Luo, 2021) and the highly fluctuating individual risk perceptions (Slovic,

1987). Furthermore, governments are called upon to re-assess the role of nuclear energy as its global

share will drastically increase in all modelled mitigation pathways aiming at the 1.5°C climate goal

according to the IPCC (IPCC, 2018).

Still, energy sources will remain a pervasive dilemma that requires compromise and trade-offs until a

magical source is found that continuously provides endless energy without having negative impacts

on the environment, health and climate.
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6.3 Methodological limitations and validity

The present thesis contains various sources of uncertainty. Since these uncertainties may sum up,

the expressiveness of the results is impaired. Thus, major limitations of the three main tasks are

explained while the validity of the results is critically assessed in the following sections. A detailed

version of the limitations arisen from the data retrieval process and the various preprocessing steps

can be found in the respective section 3.

6.3.1 Data retrieval and preprocessing

The analysed data strongly depended on the keywords defined in the search queries. Due to

ambiguity of some German words, the noisy nature of Tweets (Jackoway et al., 2011) like spelling

mistakes or abbreviations and the implicit mentions of energy sources in comments and quotes, the

precision and recall were impaired.

During the preprocessing phases which aimed to clean the data to increase the precision, multiple

steps unleashed limitations. Due to the simple circumvention and the exclusion of accidental double

creation tweets by the strict duplicates removal approach, the uncertain classification of Twitter

users with little energy tweets by the predictive bot identification model and the omitted relevance

classifier, preprocessing could not fully clean the data to exclude undesired tweets.

To tackle these limitations, the duplicate removal approach should be upgraded to at least consider

the length of the tweet and the origin account. So, multiple users should be allowed to post the

same tweet at least once, given that the tweet is not so long that accidental multiple postings are

unlikely. To address the latter, some kind of similarity measures (such as introduced by Levenshtein

et al. (1966)) could be defined. Moreover, an additional advanced relevance classifier could improve

the precision. However, the usually short messages hamper this approach just like the cut access to

the users’ entire Twitter feeds impedes a more sophisticated bot detection. Nevertheless, Twitter

policies seem to fluctuating, keeping the possibility of a less expensive research access alive.

6.3.2 Sentiment analysis

The fine-tuned aspect-based sentiment model was found to achieve an F1 score of 0.77, hence,

misclassifying some tweets. I see mainly three reasons for these misclassifications.

Due to the time-consuming process (it took about 1 hour to label 180 tweets), it was decided

to start the fine-tuning phase already after 6800 labelled samples. Due to the large number of

tweets, this is a rather small proportion compared to S. Y. Kim et al. (2021), who used 9000

training samples but only had 266’686 tweets in total for their document-level sentiment analysis

study of solar energy. In most studies, larger training sets were usually realized by multiple human

annotators. Microreading revealed that there were still lots of scenarios to express a sentiment which

weren’t represented in the training dataset. Thus, the model had difficulties assigning the correct

sentiment when applied on all 2.6 million tweets. Hence, more (diverse) training data would have

been necessary to improve the model. Moreover, labelling the tweets wasn’t always straightforward.
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While some users made explicit statements, others used humour, sarcasm, news articles or the words

of other people (politicians, experts, famous people) to express their sentiments in a more implicit

way, leaving a great deal of room for interpretation. Furthermore, I caught myself being influenced

by prejudices, pretending to know a certain sentiment of a tweet based on the user’s choice of

words or the political undertone. Such assumptions could have led to inconsistent training data.

Moreover, the sentiments between sarcastic statements couldn’t be considered although sarcasm is

frequently chosen in political online discussions (B. Liu, 2012).

Lastly, the decision of the model checkpoint wasn’t optimal. Due to a missing parameter, the

last epoch’s checkpoint was automatically chosen to represent the model. However, compared to

checkpoint 3, this last checkpoint 4 had a slightly lower evaluation F1 score and a significantly

larger evaluation loss (see section 9). Hence, the model became slightly worse at generalization,

meaning it started to overfit Ying (2019). Thus, checkpoint 3 would have been the better choice as

it managed to classify more tweets correctly while not being overconfident like checkpoint 4.

6.3.3 Content Analysis

The correct identification of important events which were responsible for prominent sentiment vari-

ations was mainly limited by the immense and heterogeneous number of tweets. While influential

distinct events were easier to detect, especially long-term developments were challenging to un-

cover, even with support of LDA, term-frequency and n-gram analyses. Due to the 16 years time

span in combination with the strictly probabilistic nature of LDA, the characteristic topic words

were not universally explaining underlying discussions at any point in time. As implemented by

Dehler-Holland et al. (2022), STMs could have been more suitable to deal with the time dimension.

Moreover, semantic networks as created by Vrana et al. (2023) could have given more insights

into the specific discourses. Lastly, only microreading could eventually allow a deep insight into

the ongoing debates. The amount of data and its additional geospatial separation made it a re-

ally time-intensive task with a high likeliness of missing certain important events which could be

(partly) responsible for sentiment variations.

6.3.4 Geospatial separation

Assigning Twitter users to one of the German-speaking countries was another challenging task,

given the limited amount of available user data and the discontinued access on the Twitter API.

Since only the energy tweets of a Twitter user could be considered to derive the home location

from, the uncertainty of this approach was strongly dependent on the amount of tweets available

per user. Hence, especially users without georeferenced tweets and only a few in-text toponym men-

tions were prone to be incorrectly assigned to a country. Especially attention-grabbing events in

other countries induced misclassification. For example, the home location of users who only posted

a few energy tweets whereas most of them mentioned Fukushima was assigned to Japan although

this was highly doubtful. Thus, the underlying assumption of a tendency towards frequently men-

104



Master’s thesis M. Stutz 6 Discussion

tioning toponyms of the home country was challenged by tweet scarcity. Moreover, 52% of users

lacked georeferenced tweets or those containing toponyms and, thus, couldn’t be included into the

geospatial analysis. Here, access on the whole Twitter feed, network and context information as

suggested by Zheng et al. (2018) would have been advantageous, especially since a large proportion

of users actually mentioned their home town in the profile location or the profile description as

it was found during the evaluation process. Furthermore, the manual correction of Nominatim’s

wrongly assigned country codes could not achieve completeness due to the immense amount of data.

For instance, it was only uncovered after the whole process that words like ’Supergau’ or ’Ukrainer’

were misinterpreted as toponyms and then assigned to Austria because some objects in Austria

contained these character sequences. However, since Stanza is a statistical learning approach using

grammatical patterns to predict whether a word is a toponym or not, it misclassified some words as

toponyms which Nominatim then tried to assign to respective coordinates. Since Nominatim was

found to have extensive knowledge, most of these non-toponyms were actually assigned to a place.

Additional errors probably happened due to Nominatim’s importance-ranked disambiguation pro-

cess. Here, again, access on the user’s feed and profile could have helped identifying the respective

place of interest.

Although the conformity between toponym-derived home locations and such inferred from georef-

erenced tweets reached more than 70%, the GPS data attached didn’t necessarily had to represent

the home country of a user. Yet, such errors are supposed to be minor and the comparison to

the true user home locations manually derived from Twitter led to more accurate results. Lastly,

it was predominantly the imbalanced dataset that aggravated the geospatial sentiment analysis

process. Compared to Germans, Austrian and Swiss users only accounted for a small proportion of

all tweets. Hence, the sentiment timeline of the latter two countries was inferred from less tweets,

resulting in larger uncertainties, more severe effects of misclassified sentiments and, thus, larger

limitations regarding results of RQ 3.

6.3.5 Validity

Irrespective of all methodological limitations, the data basis represents a decisive source of uncer-

tainty. Although the research questions were specifically aimed at Twitter users, the thesis was

intended to have a social benefit in terms of opinion research in order to show the level of public

support which should help select appropriate, promising energy strategies. Just as with traditional

surveys, however, representativeness poses a decisive challenge. The validity of the results must be

treated with caution, as Twitter users are not representative of the general population (Barberá &

Rivero, 2015; Mellon & Prosser, 2017; Wiertz et al., 2023). For example, it’s supposed that younger

people with interest in energy and politics are over-represented. Hence, sentiment on social media

is not equal to public sentiment. This has been shown in 2011 when people of Berne voted in

favour of Mühleberg despite the negative Swiss sentiment towards nuclear power. Furthermore,

users are influenced by algorithms, exposing them to certain topics, shaping interaction patterns

(Huszár et al., 2022). Based on that, while some individuals might change their sentiment about
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an energy source over time, certain events could lead to some actor groups getting more active (e.g.

by exploiting an event to justify their opinion) while others vanish. Although a daily sentiment cap

per user was applied to avoid over-representation of such active users, the range of energy tweets

per user remained large and allowed active users to contribute to the sentiment multiple times over

the whole study period. So, the temporal resolution was an advantage and a drawback of this

automated approach at the same time. Temporally repetitive surveys, on the other hand, don’t

allow such an imbalanced weighting of opinions. Hence, as Müller-Hansen et al. (2023) suggest,

social media based studies should be supplemented by representative traditional surveys. However,

due to the fairly high agreement with other study findings (see previous chapters), it’s expected

that at least long-term tendencies could be successfully inferred from the retrieved Twitter data.
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7 Conclusion and further work

This thesis provides insights into the sentiments of German-speaking Twitter users about vari-

ous energy sources (nuclear, coal, solar, wind, water, gas/oil) between 2007 and 2023. It further

monitors these sentiments on a national level for German, Swiss and Austrian users. Compared

to traditional surveys, this was achieved via a modern deep learning model that enabled a higher

participant rate as well as a temporally extensive study period to uncover protracted variations.

In summary, it was found that several events, social movements, geopolitical incidents, political

decisions and media focus led to long term shifts in priorities from health and environmental impli-

cations to climate effects and energy supply security which had impacts on the perception of energy

sources. While sentiments about solar energy and hydropower remained positive throughout the

study period, the negatively perceived coal and nuclear sources recently registered a strong positive

trend, yet, remaining controversial. Opposed to the other renewable energy sources, wind power

was an exception as it was viewed critically and lost attraction over the years, just like energy from

gas and oil did.

Although the results are fraught with methodological difficulties and are not representative of so-

ciety as a whole, they suggest that policy makers need to be cautious when proposing appropriate

measures to accelerate the renewable energy transition, as renewable energy sources are not con-

sidered fully satisfactory and specific energy projects depend on various factors while all of them

require public support. At the same time, limiting factors of renewable energy support need to be

continuously addressed.

Based on the strong prioritization of an affordable and secure energy supply during recent crisis

situations, it is assumed that – returning to Coyle and Simmons (2014)’s dramatic portrayal in

the introduction – the impact of energy on our daily activities will remain indelible as it will con-

tinue to be everywhere and drive everything. The only question that remains is the price of this

boundless imprint. And this ultimately seems to depend on the value the society outside of all

social media networks places on factors apart from pure energy supply, namely health, nature and

climate, among others.

Further work related to this thesis could focus fine-tuning a more sophisticated sentiment analysis

model that allows the classification of tweets with multiple energy aspects as well as the extraction

of aspect categories to quantitatively uncover argumentation patterns. Furthermore, the home

location of Twitter users could be predicted on a more fine-grained scale to assess the impact of

geospatial patterns like rurality or urbanity. Moreover, since the energy discourse was found to be

heavily influenced by Germany, comparing the public support for energy sources of two or more

countries with different languages and different energy strategies would be interesting as it could

help predicting impacts of distinct energy projects and decisions to avoid reactions as seen during

the yellow vests protests.
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Retrieved December 15, 2023, from https://www.br.de/nachrichten/bayern/csu-ringt-um-

lockerung-der-10h-regel-fuer-windraeder,T4DaMoV

Bruckner, T., Bashmakov, I. A., Mulugetta, Y., Chum, H., De la Vega Navarro, A., Edmonds, J.,

Faaij, A., Fungtammasan, B., Garg, A., Hertwich, E., et al. (2014). Energy systems. In

Climate Change 2014: Mitigation of Climate Change. Contribution of Working Group 3 to

the Fifth Assessment Report of the Intergovernmental Panel on Climate Change. Cambridge

University Press.

Bugden, D., Evensen, D., & Stedman, R. (2017). A drill by any other name: Social representa-

tions, framing, and legacies of natural resource extraction in the fracking industry. Energy

Research & Social Science, 29, 62–71.

Bundeskanzlei. (2023, December). Vorlage Nr. 608: Übersicht. Volksabstimmung vom 16.11.2023
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Süddeutsche Zeitung. (2018). Naturschutz - Aßlar: Kritik an milliardenfachem Tod von Fischen
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9 Appendix

Appendix A: Model performance after each epoch during the fine-tuning process

The figure below shows the evaluation F1 score and the evaluation loss after each epoch during the

final fine-tuning phase. Due to a missing parameter in the HuggingFace Trainer class, checkpoint

4 was chosen for the final aspect-based sentiment model. Compared to checkpoint 2, checkpoint

4 was found to predict the sentiment of most tweets with a high confidence. Hence, this led to a

larger evaluation loss as the disparity between the true label and the predicted label of misclassified

tweets maximized compared to the other epochs. Checkpoint 3 would have been the optimal choice

due to its largest F1 and a lower evaluation loss.
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Appendix B: Temporal shift of the discourse

During microreading, it was observed that people referred to the health and environmental dimen-

sions more often in the first half of the study period while the climate and energy supply dimensions

became dominant in the second half. This qualitative observation was quantitatively found in the

data for nuclear power. The following figure displays this discourse shift by plotting the monthly

frequencies of characteristic words (normalized by the total unique words per month).

Figure 43: Shift of prioritized dimensions observed in data for nuclear power. Starting in 2018,

the climate and energy supply topics replaced previously dominant environmental and health ar-

guments.
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